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Why Try To Work in Health?

e [mprovements in health improve lives.
e Same patient — different treatments across hospitals, clinicians.

* |mproving care requires evidence.
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Why Try To Work in Health?

e [mprovements in health improve lives.
e Same patient — different treatments across hospitals, clinicians.

* |mproving care requires evidence.

What does it mean mean to be healthy?
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Learning What Is Healthy?

Recruit a study population.
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Learning What Is Healthy?

Learn a rule.
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Learning What Is Healthy?

Does it generalize?
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Learning What Is Healthy?

For whom does it generalize?
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Evidence in Healthcare and Health?

Randomized Controlled Trials (RCTs) are
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Evidence in Healthcare and Health?

Randomized Controlled Trials (RCTs) are rare and expensive

10 — 20% of Treatments are
based on Randomized
Controlled Trials (RCTs)

[1] Smith M, Saunders R, Stuckhardt L, McGinnis JM, Committee on the Learning Health Care System in America, Institute of Medicine. Best Care At Lower Cost: The Path To Continuously
Learning Health Care In America. Washington: National Academies Press; 2013..
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Evidence in Healthcare and Health?

Randomized Controlled Trials (RCTs) are rare and expensive, and can

encode structural biases that apply to very few people.

10 — 20% of Treatments are 6% of Asthmatics Would
based on Randomized Have Been Eligible for Their
Controlled Trials (RCTs) Own Treatment RCTs.

[1] Smith M, Saunders R, Stuckhardt L, McGinnis JM, Committee on the Learning Health Care System in America, Institute of Medicine. Best Care At Lower Cost: The Path To Continuously
Learning Health Care In America. Washington: National Academies Press; 2013.
[2] Travers, Justin, et al. "External validity of randomised controlled trials in asthma: to whom do the results of the trials apply?." Thorax 62.3 (2007): 219-223.
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Machine Learning What |s Healthy?

Can we use data to learn what is healthy?

Social Network Medical Records

g »

Mobile data Genomic Data
®,

_E_\ =

Internet Usage MEDICAL DATA Environmental Data
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Extracting Knowledge is Hard in Health

eData are not gathered to answer your hypothesis.
*Primary case is to provide care.

eSecondary data are hard to work with.

Heterogenous Sparse Uncertainty
Sampling Unmeasured Labels
Data Type Unreported Bias

Time Scale No Follow-up Context

3
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Lack of Expertise Is Challenging

e Media can create unrealistic expectations.
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Be Careful What You Optimize For

e ML can be confidently wrong." 2
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[11 Nguyen, Anh, Jason Yosinski, and Jeff Clune. "Deep neural networks are easily fooled: High confidence predictions for unrecognizable images." Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition. 2015.
[2] Su, Jiawei, Danilo Vasconcellos Vargas, and Sakurai Kouichi. "One pixel altl‘?ck for fooling deep neural networks." arXiv preprint arXiv:1710.08864 (2017).
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Natural Born Expertise Makes This Easier

e Humans are “natural” experts in NLP, ASR, Vision evaluation.’

(a) Husky classified as wolf (b) Explanation

[1] Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. "Why should i trust you?: Explaining the predictions of any classifier." Proceedings of the 22nd ACM SIGKDD
international conference on knowledge discovery and data mining. ACM, 2016. ‘ 7\
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How Do We Know When We’re Wrong?

e Hyper-expertise makes attacks in clinical data harder to spot.’

Chest X-Ray Dermoscopy

Normal Pneumothorax Nevus Melanoma

Clean

100.0%

PGD

UNIVERSITY OF 1 5
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[1] Finlayson, Samuel G., Isaac S. Kohane, and Andrew L. Beam. "Adversarial Attacks Against Medical Deep Learning Systems." arXiv preprint arXiv:1804.05296 (2018).
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Machine Learning For Health (ML4H)

4
4

000
What models are What healthcare is What behaviors
healthy? healthy? are healthy?
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Machine Learning For Health (ML4H)
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What models are What healthcare is What behaviors
healthy? healthy? are healthy?
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MIMIC Il ICU Data N seemnanot
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¢ | earning with real patient data from the Beth
Israel Deaconess Medical Center ICU. "

Signals

Spurious Data
Missing Data

Numerical
Irregular Sampling
Sporadic

. Nurse Doc |_ _ _ _ _ _._ _ Doc | Path | . _ _ _ o o ___ Discharge .
Narrative ( Note J I

Misspelled I I I
Acronym-laden
Copy-paste ___ . . . .
Age -
Traditional o | | | I
Biased Risk Score I I I - I
00:00 12:00 24:00 36:00 48:00

@‘E’_{/H [1] Johnson, Alistair EW, et al. "MIMIC-III, a freely accessible critical care database." Scientific data 3 (2016). H e
h I I I I I
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Problem: Hospital Decision-Making / Care Planning

Observe Patient Data
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[1] Unfolding Physiological State: Mortality Modelling in Intensive Care Unit (KDD 2014); A Multivariate Timeseries

[2] Modeling Approach to Severity of lliness Assessment and Forecasting in ICU ... (AAAI 2015);

[3] Predicting Early Psychiatric Readmission with Natural Language Processing of Narrative ... (Nature Trans Psych 2016);
[4] Predicting Intervention Onset in the ICU with Switching State Space Models (AMIA-CRI 2017);

[5] Clinical Intervention Prediction and Understanding using Deep Networks (MLHC 2017/JMLR W&C V68);

[6] Semi-supervised Biomedical Translation with Cycle Wasserstein Regression GANs (AAAI 2018);

19

By Gap Time
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Machine Learning For Health (ML4H)

Predict something important in healthcare.
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Part 1: Predict Mortality With Clinical Notes

e Acuity (severity of illness) very important - use mortality as a
proxy for acuity.’

e Prior state-of-the-art focused on feature engineering in
labs/vitals for target populations.?

e But clinicians rely on notes.

[1] Siontis, George CM, loanna Tzoulaki, and John PA loannidis. "Predicting death: an empirical evaluation of predictive tools for mortality." Archives of internal medicine

. 171.19 (2011): 1721-1726.
= [2] Grady, Deborah, and Seth A. Berkowitz. "Why is a good clinical prediction rule so hard to find?." Archives of internal medicine 171.19 (2011): 1701-1702.
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Clinical Notes Are Messy...

Patient Y, 12:45:00 EST “\_ CONTEXT
| ) | MATTERS
uneventful day. pt much . VS Stable nuero intact no compromise NSR BP

stable Aline discontinued in afternoon. pt to transfer to floor awaiting bed. pt
continues with nausea given anziment and started on reglan prn. small emesis in
am. pt continues with ice chibs. foley draining well adequate output. now replacing

half cc for cc of urine. skin and surgical site unchanged, C/D/I. ( and
) at bedsi most of day. Plan: continue with currgqt plan in progress,
\ tranfer to floor.

ACRONYM

MISSPELLED

-‘ 7A
.-;Utv!”?:“,z‘
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Represent Patients as Topic Vectors

e Model patient stays as an aggregated set of notes.
* Model notes as a distribution over topics.

e A “topic” is a distribution over words, that we learn.

Patient is sick and ) Topic Vector: 70/30

disoriented; will
require help to
move around.

“Critical” “Confused”

e Use Latent Dirichlet Allocation (LDA)! as an unsupervised way to

abstract 473,000 notes from 19,000 patients into “topics”.?

S [1] Blei, David M., Andrew Y. Ng, and Michael I. Jordan. "Latent dirichlet allocation." the Journal of machine Learning research 3 (2003): 993-1022
[2] T. Griffhs and M. Steyvers. Finding scientific topics.In PNAS, volume 101, pages 5228{5235, 2004
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Correlation Between Average Topic Representation

and Mortality

0.36

0.31

0.26

0.z21

Propor’ltional In-hospital Mortality

0.06

0.01

Topic #

Top Ten Words

Possible Topic

15

intubated vent ett secretions propofol abg respiratory resp care sedated

Respiratory failure

Per Topic Probability of hMortality

=

In-Hospital kortality = Baseline hortality

In-Hospital hMortality < Baseline hortality

TN T A T T T T O T O O A A A

i

i

i

i

i

[ A A B

P00

I N N B
12 3 45 6 7 8

101112131415 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 36 39 40 41 42 43 44 45 46 47 48 49 50

Tonic ID

Topic #

Top Ten Words

Possible Topic

cabg, pain, ct, artery, coronary, valve, post, wires, chest, sp

Cardiovascular surgery

e
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Topic Representation Improves In-Hospital
Mortality Prediction

; In-Hospital Mortality

0.95
0.9
0.85

§ 0.8
0.75
0.7
0.65
0.6

™ WO 00 ™ WO 00 (] WO 00 ™~ WO 00
OaﬁMq8h§mogm§mw8m§HN
HHHHHHHH ™ N

Combined Time-Varying Model

=—a==Time-varying Topic Model

=== Admission Baseline Model

Time (Hours from First Note)

e First to do forward-facing ICU mortality prediction with notes.
o Latent representations add predictive power.

e Topics enable accurately assess risk from notes.

¥ -‘ T
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But Wait! More Complex Models Haven’t Done
Better...

In-Hospital Mortality

1
0.95
0.9
0.85
S 08 A
< I Combined Time-Varying Model
0.75 . . .
=—a==Time-varying Topic Model
0.7 ' —@-Admission Baseline Model
0.65 :
0.6 |
CCARIBRBIACRNINER8aZ &
I ™ 1 | = ™ - - ™~ N
A | Time (Hours from First Note)
|
Ly
R
Author AU('}I I | Method Episodes Hours | Variables
|
Ghassemi, 2014 | 0.84/0.85 LDA 19,308 24/48 | 53 - notes
M B Caballero, 2015 0.86 Text processing + 15,000 24 ? - notes/meds
ore medication
Complex 5 e 2015 0.8-0.82  Deep Learning (LSTM) 3,940 48 30 - vitals
# Better Che, 2016 0.7/0.85 Deep Learning (GRU) 19,714  12/48 | 99 — vitals/meds
Che, 2018 0.85 Deep Learning (GRU-D) 19,714 48 99 - vitals/meds

Caballero Barajas, Karla L., and Ram Akella. "Dynamically Modeling Patient's Health State from Electronic Medical Records: A Time Series Approach." Proceedings of the 21th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. ACM, 2015.

Che, Zhengping, et al. "Deep computational phenotyping." Proceedings of the 21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM, 2015. ‘ T

i Che, Zhengping, et al. "Recurrent Neural Networks for Multivariate Time Series with Missin lues." arXiv preprint arXiv:1606.01865 (2016).
UNIVERSITY OF Che 7, Purushotham S, Cho K, Sontag D, Liu Y. Recurrent neural networks for multivariate Time series with missing values. Scientific reports. 2018 Apr 17;8(1):6085.
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Even When Complex and Clever

e Explicitly capture and use missing patterns in RNNs via systematically
modified architectures.

Target Predictions:
E.g., Mortality or ICD-9

Prediction Layer

—IN (x)

out (h)

.

{ Hidden state; Inputs:
i ljjldden state | MASK(m)  Variable (x;) @ @ @ @
, decay term b
i m Masking (m;)

_+—IN (%) Time Interval (& @ @ @ @
i Input :
. decay term | 7}’\\ @

— ouT (h) ‘@

(b) GRU-D (Parts in cyan refer to the modifications.) (c) Proposed prediction model architecture with GRU-D.

e Performance bump is small, is MIMIC mortality our MNIST?

Non-RNN Models RNN Models

Mortality Prediction On MIMIC-Ill Dataset LSTM-Mean 0.8142 +0.014
LR-Mean 0.7589+£0.015 SVM-Mean 0.7908 +0.006 RF-Mean 0.8293+0.004 GRU-Mean 0.8252 +0.011
LR-Forward 0.7792+0.018 SVM-Forward 0.8010+0.004 RF-Forward 0.8303+0.003 GRU-Forward 0.8192 +0.013
LR-Simple 0.7715+0.015 SVM-Simple 0.8146 +0.008 RF-Simple 0.8294 + 0.007 | GRU-Simple w/o 6% 0.8367 +0.009

LR-Softimpute  0.7598 +0.017 SVM-Softimpute ~ 0.7540+0.012 RF-Softimpute 0.7855+0.011 GRU-Simple w/o m**** 0.8266 +0.009

LR-KNN 0.6877£0.011 SVM-KNN 0.7200 £0.004 RF-KNN 0.7135+0.015 GRU-Simple 0.8380 = 0.008
LR-CubicSpline 0.7270+£0.005 SVM-CubicSpline 0.6376+0.018 RF-CubicSpline 0.8339+0.007 GRU-CubicSpline 0.8180+0.011
LR-MICE 0.6965 +0.019 SVM-MICE 0.7169+0.012 RF-MICE 0.7159 + 0.005 GRU-MICE 0.7527 £0.015
LR-MF 0.7158 £ 0.018 SVM-MF 0.7266 +0.017 RF-MF 0.7234+0.011 GRU-MF 0.7843 +0.012
LR-PCA 0.7246 £ 0.014 SVM-PCA 0.7235+0.012 RF-PCA 0.7747 £ 0.009 GRU-PCA 0.8236 +0.007
LR-MissForest  0.7279+0.016 SVM-MissForest  0.7482+0.016 RF-MissForest  0.7858 +0.010 GRU-MissForest 0.8239 +0.006

Proposed GRU-D 0.8527 £ 0.003

UNIVI;HIQSITY OF 27
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Machine Learning For Health (ML4H)

actionable
Predict something impertant in healthcare.
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Part 2: Predict Interventions With Clinical Data

e 34,148 ICU patients from MIMIC-III

e 5 static variables (gender, age, etc.)

e 29 time-varying vitals and labs (oxygen saturation, lactate, etc.)

e All clinical notes for each patient stay

variables
.<_§ - Extract as hourly
£ xXXx L--7 timeseries all variables
: = learna; B ; O,; @, )  topic.
£ || doctor doctor | | _______ for K topics, D documents, N words words distribution _
% note note @ B : params for Dirichlet priors |~~~ g — - 8,
= 6, ~ Dir(e) : topic dist. for document d = @
8 ggﬁder @, ~ Dir(p) : word dist. for topic £ ) P
% | ethnicity Unsupervised LDA model tranZ?s::wr:tion
time - K for one patient

Replicate across time

a‘;"\“‘

A
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Many Ways to Model, What Do We Learn?

SSAM

al]  Jul|  Jad

R
7 V"‘\\'\/

R o
2\ ‘A\“\\
FROZER

Infer hourly distribution

28t

Learn model parameters _ _ Logistic regression Predict
over patients with over hidden states with (with label-balanced onset in
variational EM. HMM DP (fwd alg.). cost function) advance
|:] Output o
™ / —
E : i . “:[[ f %} ;31?2 featuresw_l lll < E]—:—X >< ><|:|
= U
[ I ot I = | It?rg;;{)eepr 1D temp.oral Fullylgt))lg?:cted s(c);ttrﬁ:;

2 Layer/512 node LSTM with sequential
hourly data; at end of window, use the
final hidden state to predict output.

UNIVERSITY OF

TORONTO
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CNN for temporal convolutions at 3/4/5 hours,
max-pool, combine the outputs, and run through
2 fully connected layers for prediction.
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NNs Do Well; Improved Representation Helps

Intervention Type
Task Model VENT | NI-VENT | VASO | COL BOL | CRYS BOL
Baseline 0.60 0.66 043 0.65 0.67
8¢ | LSTMRaw | 0.61 0.75 0.77 0.52 0.70 R tati +h
&2 | LSTMWords |[075]| 076 | 076 | [0.72 0.71 epresentations wi
CNN 0.62 ~-073 | 0.77 070 w_ 0.69 “phys|o|og|ca| words”
Baseline 0.83 0.71 Al - - .

S0 | LSTMRaw | 090 | 080 | 091 | —=— \ for missingness

=2 |LSTMWords | 090 | 081 | 091 - [T significantly increased
®) CNN 0.91 0.80 0.91 a 3 . .
'®) E Baseline 0.50 0.79 0.55 . = AUC for interventions
o 5’8 LSTM Raw 0.96 0.86 0.96 - - W|th the |OW€S1:

| S22 | LSTM Words || 0.97 0.86 0.95 3 5 .

o CNN 096 | 086 | 0.96 - . proportion of examples.
© o= Baseline 0.94 0.71 0.93 - -
C 2y | LSTMRaw || 095 | 086 | 0.96 . .
ZI3 S22 | LSTM Words || 0.97 0.86 0.95 : :
S CNN 0.95 0.86 0.96 4 .
()
<T: o Baseline 0.72 0.72 | 0.66 : :

59 LIéSTT% vl;avcvi ggg 0.82 ggg i - Deep models perform

oras . : N - .
=< | NN e Ny T e : well in general, but

— words are important
for ventilation tasks.

S
@ 7
N
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NN Post-hoc Interpretability

e [eature-level occlusions identify important per-class features.

Ventilation Onset Ventilation Weaning Colloid Bolus Onset
g 0.12- g 0-30- £ 0.14
© 0.10- T 0.25- T 0.12-

2 . i
S 0.08 S o020 Soo- Physiological data were
%] v
> = 5 0.08 - .
= 0.06 = 0.15 S
S S S 0.06- more important for the
8 0.04 - 8 0.10 o 0.04 . .
S 0.02- S 0.05 2 0.02- more Iinvasive
Fooom R e oo R R interventions
8E£5Ele5Q Q%%BEECC‘- vwuouuig s E .

5 5 2 @la g © S5 2@ 8" aaggsg®

o © D WV 8 4‘6 O @ D w ‘r-ul B e e e

T e gl & " BBE 58

2. o S o 2
2 = - Qo Q

%

e Convolutional filters target known short-term trajectories.

Vasopressor Nom-iny. Vent | (o810 tmectores
R 'diaétolic BP i heart rate 56 blood urea nitrogen
80 100 . 60
60 —\——”’“d 75 ] 30
40 2 o . 50 0
h rate X n uration reatinin .
Higher diastolic = 1o (VISR SATETON, 35— ISINTE Decreased creatinine,
80 L LY T — 1.5
o — g o — phosphate, oxygen
blOOd pressure’ 105 OXygen saturation systolic BP oxygen saturation Sat r t q] ,nd bl d
respiratory rate, and 0 f— 180 - : 104 7 uration a 00
’ % 120 ey 9s = — urea nitrogen :
heart rate, and lower B %0 A— gen -
’ ) respiratory rate topic 3 phosphate Neuromuscular
oxygen saturation : o e : ) ] )
Hyperventilation 18 e ———_— s 2 ) respiratory failure

\

Decreased systolic blood pressure, heart rate and A
\ oxygen saturation rate : Altered peripheral -\
TORONTO perfusion or stress hyperglycemia vecTom: | meTITUT
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From Healthcare to Health

e Patients can be left on interventions longer than necessary.

165 Hours of Extra Intervention Time

350
300
250

200

Count

150

100

50

70 80

Hour

e Extended interventions can be costly and detrimental to patient
health.?

[1] Miliner, Marcus, Bernhard Urbanek, Christof Havel, Heidrun Losert, Gunnar Gamper, and Harald Herkner. "Vasopressors for shock." The Cochrane Library (2004).
[2] D’Aragon, Frederick, Emilie P. Belley-Cote, Maureen O. Meade, Frangois Lauzier, Neill KJ Adhikari, Matthias Briel, Manoj Lalu et al. "Blood Pressure Targets For Vasopressor Therapy: A Systematic ‘ T

et Review." Shock 43, no. 6 (2015): 530-539. 33 3
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Finding Where We “Could” Wean Early?

05-19 16:56:00 05-19 20:59:00 05-20 03:18:00  05-20 18:01:00
LOW CVP,RISING ‘HYPOVOLEMIC | ["ATTEMPT TO | |"wean neo gtt to
HCT ... CONTINUED | [ WLOW CVP ... WEAN OFF keep sbp> 90"
NEOSYN.) INCREASING TODAY~
NEO NEEDS”

Log Probability of Successful Wean

0 10 20 30 40
Hours Past 3294.05-19 12:45:00 EST

e One example of a 62-year-old male patient with a cardiac
catheterization.

e More complexity/higher misclassification penalty don’t solve this!
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Machine Learning For Health (ML4H)

actionable insights

Predict semetrirgtmportant in healthcare.
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Part 3: Forecast Response to An Intervention

e Fully paired biomedical datasets are
oPrivacy sensitive
oExpensive and difficult to collect
oOften homogenous

— =)

W W

e Sufficiently large, heterogeneous paired datasets are rare.

:v;; T
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Using Adversarial Training To Overcome Missingness

e GANSs are used for data augmentation’, imputation?.

?

—

______________

e \We use adversarial learning techniques to learn distributional signals
from additional, unpaired data to augment predictions on a limited
training set.

”.? [1] Armanious K, Yang C, Fischer M, Kistner T, Nikolaou K, Gatidis S, Yang B. MedGAN: Medical Image Translation using GANSs. arXiv preprint arXiv:1806.06397. 2018 Jun 17.
% [2] Yoon J, Jordon J, van der Schaar M. GAIN: Missing Data Imputation using Generative Adversarial Nets. arXiv preprint arXiv:1806.02920. 2018 Jun 7. ‘ 7\
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Model Learns on Unpaired Data, GX Used to Eval

e Generated samples are realistic  sourcedoman ) SR Target domain (Y)
. . o’ 00/» encoding (X) encoding (¥) *\xxxx
e Account for missing samples ; | s
(nOt jUSt miSSing featu reS) i Wasserstiin D, sl‘a)Cyclet-cor:'sistEnt D, Wﬁfserstein

e Ensure cycle/self-consistency’

1) Adversarial loss 2) Adversarial loss
between D, and G, between D, and G

Intervention Type

e |mproved intervention response
prediction Model MSE | VENT  NOREP = DOP | PHEN

o ~500 paired, ~3,000 unpaired  BaselineMLP | 3.780 2.829 = 2719  3.186

atients
P CWR-GAN (% | -0.5% 74% | +2.7% @ -4.5%

Delta)

[1] Ghasedi Dizaji K, Wang X, Huang H. Semi-Supervised Generative Adversarial Network for Gene Expression Inference. InProceedings of the 24th ACM SIGKDD International Conference on Knowledge
% Discovery & Data Mining 2018 Jul 19 (pp. 1435-1444). ACM.

oo T
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Deploy Good Models To Forecast Response?

predict
Ic Pos
— QR
Patient 1: f"™vpve
T .
AT M e A

A w‘. I’} 1
L w

Patient 2: [PtV w0 7
24h VENT 24h

e EXxciting work on to be done on learning what treatments are best for
Individuals based on environment and context!

e But there are other factors...

o T
& 9
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Machine Learning For Health (ML4H)

Create actionable insights

Prediet-somethirg-tmpeortant in healthcare.

& \07‘
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Part 4: Create Reports From Clinical Images

e Automatically generate radiology reports given chest X-Rays.
e First predict topics in the report.
e Conditionally generate sentences corresponding to topics.

Image — CNN —> RNN —> RNN > Report

I I I
I I I
I Sentence '
: Decoder Word Decoder Generated Report

Medical Image
Image

Ours (NLG) Ours (full)

NLG Reward

Ours (CCR)
Clinical Coherent Reward

e CNN-RNN-RNN structure gives model the ability to use largely
templated sentences and generate diverse text.

o T
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Evaluating Readability and Clinical Coherence

e Qutperforms state-of-the-art methods in readability and accuracy.

Quantitative Results

Model Natural Language Clinical
CIDEr ROUGE BLEU-1 BLEU-2 BLEU-3 BLEU-4 | Accuracy CCR generates
Major Class - - - - - - 0.828 .
o | Noise RNN 0.716 0.272 0.269 0.172 0.113 0.074 0.803 higher
% | 1-NN 0.755 0.244 0.305 0.171 0.098 0.057 0.818 accuracy
Maintain high O | S&T 0.886 0.300 0.307 0.201 0.137 0.093 0.837
O | SA&LT 0.967 0.288 0.318 0.205 0.137 0.093 0.849
language S | TieNet 1.004 0.296 0.332 0.212 0.142 0.095 0.848
ﬂuency § ()urs (1\{I:(}) 1.151.?; 0.:‘307 O..:352 0.223 0.1‘53 0.104 0.834
Qurs (CCR) 0.956 0.281 0,294 0.190 0.134 0,091 0.868
Ours (full) 1.046 0.306 0.313 0.206 0.146 0.103
Qualitative Check
Unseen Image » Generated Text »  Actual Text
as compared to the previous as compared to the previous radiograph, the
radiograph. there is no rele monitoring and support devices are unchanged.
change. tracheostomy tube is in place. unchanged bilateral pleural effusions, with a
there is a layering pleural effusions. tendency to increase, and resultant areas of
NAME bilateral pleural effusion and atelectasis. the air collection in the bilateral soft
compressive atelectasis at the right tissues is slightly decreased. unchanged right picc
base. there is no pneumothorax. line. no definite evidence of pneumothorax.
UNIVI;.;(\SITY OF 42
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Health Questions Beyond The Obvious

Across these use cases, a number of ethical, social, and political
challenges are raised and the 10 most important are:

01
02

03

04
05
06
07
08

09

10

e
UNIVERSITY OF

TORONTO

What effect will Al have on]lhuman relationships in health|and care?

How is the use, storage and sharing of medical data impacted by Al2

What are the implications of issues around algorithmic transparency/explainability
on health?

Will these|technologies help eradicate or exacerbate existing health inequclitiesF

What is the difference between an algorithmic decision and a human decision?
What do patients and members of the public want from Al and related technologies?
How should these technologies be regulated?

Just because these technologies could enable access to new information, should we
always use ite

What makes algorithms, and the entities that create them, trustworthy?

What are the implications of collaboration between public and private sector
organisations in the development of these tools?

[1] “Ethical, social, and political challenges of artificial intelligence in Health”. Wellcome Trust April 2018. © Future Advocacy.
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Machine Learning For Health (ML4H)

000
What models are What healthcare is What behaviors
healthy? healthy? are healthy?
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Bias Is Part of the Clinical Landscape Already

e How does/should ML interact with fairness/health-2:3:4°7

s, 7 <4
3ty

2
UNIVERSITY OF

TORONTO

Views 12,435 | Citations 41 | Altmetric 174

Viewpoint

August 11, 2015

Racial Bias in Health Care and Health
Challenges and Opportunities

David R. Williams, PhD, MPH'2; Ronald Wyatt, MD, MHA3

» Author Affiliations
JAMA. 2015;314(6):555-556. doi:10.1001/jama.2015.9260

@
F—The Girl Who Cried Pain:
A Bias Against Women
in the Treatment of Pain

—

—

-
Diane E. Hoffmann and Anita ]. Tarzian

J Palliat Med. 2013 Nov; 16(11): 1329-1334. PMCID: PMC3822363
doi: 10.1089/jpm.2013.9468 PMID: 24073685

Racial and Ethnic Disparities in Palliative Care
Kimberly S. Johnson, MD, MHS -2

Author information » Article notes » Copyright and License information » Disclaimer

This article has been cited by other articles in PMC.

Am J Public Health. 2007 February; 97(2): 247-251. PMCID: PMC1781382
doi: 10.2105/AJPH.2005.072975 PMID: 17194867

The Black—White Disparity in Pregnancy-Related Mortality From 5 Conditions:
Differences in Prevalence and Case-Fatality Rates

Myra J. Tucker, BSN, MPH, Cynthia J. Berg, MD, MPH, William M. Callaghan, MD, MPH, and Jason Hsia, PhD

Author information » Aricle notes » Copyright and License information # Disclaimer

Obes Rev. 2015 Apr;16(4):319-26. doi: 10.1111/0br.12266. Epub 2015 Mar 5.

Impact of weight bias and stigma on quality of care and outcomes for patients with obesity.
Phelan SM’, Burgess DJ, Yeazel MW, Hellerstedt WL, Griffin JM, van Ryn M.

@ Author information

[1] Continuous State-Space Models for Optimal Sepsis Treatment - Deep Reinforcement Learning ... (MLHC/JMLR 2017);
[2] Modeling Mistrust in End-of-Life Care (MLHC 2018/FATML 2018 Workshop);
[3] The Disparate Impacts of Medical and Mental Health with Al. (AMA Journal of Ethics 2019);

[4] ClinicalVis Project with Google Brain. (*In submission);
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How Can We Improve Health Care For All?

e Patient populations have differences in treatment by race, sex, and
socioeconomic status

treatment Aor B

Poor Socio-economic class . Wealthy

e Are there differences in prediction accuracy by group?

;y":‘.‘,. ) 6
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Machine Learning For Health (ML4H)

Create actionable insights in human health.
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Topic Heterogeneity in Medical and Mental Health

e \We can predict ICU mortality and 30-day psychiatric readmission, but
notes have group-specific heterogeneity.

Group-Specific ICU Topic 10 Group-Specific Psych Topic 49
COPD (Topic 10) Substance Abuse (Topic 49)
0.035 vo
o 0030 w 0020
= =
QEJO.OZS QEJ
§0020 ED.OIS
c c
; 0015 ; 0010
8.0.010 %
= l—0.005-
0.005 -
0.000 - 0.000 -
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Unfair Accuracies in Medical and Mental Health

e Significant differences in model accuracy for race, sex, and insurance

type in ICU notes and insurance type in psychiatric notes.

Asian 1 e p—
Black- ' Private1  HilH
Hispanic{ | —
Other == Public- EH
White -
0.14 015 016 017 0.18 019 020 021 0.22 016 017 018 019 020

Zero-one |oss

Zero-one loss

Female -

Male

——

TORONTO

0.182 0.184 0.186 0.188 0.190 0.192 0.194 0.196
Zero-one loss

49

Private

Public{ | ]

0.190 0.195 0.200 0.205 0.210 0.215 0.220 0.225 0.230

Zero-one loss
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Machine Learning For Health (ML4H)

Creating actionable insights in human health.

4
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Challenges are Secret Opportunities!

N
37 2
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' Opportunities in Machine Learning for Healthcare | X
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Unknown Knowns

e Fundamental research is needed in healthcare to understand Difficult
Disease Endotyping, which may require that researchers work with
clinicians to Create Common Ground.

Modeling the Biological Pathology Continuum with HSIC-regularize
Wasserstein Auto-encoders

NeurolPS 2018 ML4H Workshop; Denny Wu, Hirofumi Kobayashi, Charles Ding, Lei Cheng, Keisuke Goda, Marzyeh Ghassemi

Create latent representations that reflect side information with WAE to model pathology continuum, and HSIC
to enforce dependency between certain latent features and the provided side information
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Training loss and HSIC loss vs. training steps + malignancy score iSicidnp i _ HSICZ (Conc. dependent
of the nearest neighbors of generated samples vs. dependant axis; Scatter plot of test images on latent space of ~10,000 images from
the trend of malignancy correlates with the dependent axis in Lung leukemia cell line K562 with dilutions of adriamycin. Class

Image Data of thoracic scans from 1018 patient cases with 2670 separation is obvious on x (dependant axis), but not on y (1st PC of
images. independent axes. Generated images sampled from the dependent

axis and the 1st PC of all other axes; generated cells vary in shape.
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Complex Data Challenges

e We know that Data Quality Matters, but Disease Data is

Imbalanced, and restrictive access makes Data Only for Few
researchers.

Rethinking Clinical Prediction

NeurolPS 2018 ML4H Workshop; Bret Nestor, Matthew B.A. McDermott, Geeticka Chauhan, Tristan Naumann, Michael C. Hughes, Anna
Goldenberg, Marzyeh Ghassemi

Demonstrate that only models trained on all previous data using clinically aggregated features generalise
across hospital policy changes and year of care.

10 10 10
0.9 - 0.9 - 0.9 -
P-(r- :--.‘\;-: -------------------- W
, 08 .\/\-‘ , 08 , 081
2 \ 2 2
X X ¥
2 07- 2 07- 2 07
wefe |[tem-ID (n=5) wefe |[tem-ID (n=5) wefe |tem-ID (n=5)
0.6 | wape= Clin. Agg. (n=5) 0.6 | wafe= Clin. Agg. (n=5) 0.6 | wafe= Clin. Agg. (n=5)
=== year-agnostic, item-ID | - == year-agnostic, item-ID - == year-agnostic, item-ID *
05 05 05

Three training paradigms for mortality prediction in MIMIC 11l (~40,000 de-identified ICU patients

2002 2004 2006 2008 2010 2012
Yaar

2002 2004 2006 2008 2010 2012
Yaar

2002 2004 2006 2008 2010 2012
Yaar

from Beth Israel Deaconess Medical Center). Representations are trained on

A) 2001-2002 data only,

B) previous year only,

C) all previous years.

Dashed line is year-agnostic model performance - what most papers report for performance.




Robustness to The Unseen

e As devices and practices change the Same Name maybe a Different

Measure, while novel x, y, x|y require Anticipating New Data and
Handling the Next Zika.

Effect of Heterogeneous Data for Alzheimer’s Disease Detection fro
Speech

NeurlPS 2018 ML4H Workshop Aparna Balagopalan, Jekaterina Novikova, Frank Rudzicz, Marzyeh Ghassemi
Augment AD with multi-task healthy data + analyze class boundaries. Adding in datasets with general,
unstructured conversations improves models trained using structured tasks!
0075 BER | z x z $
0050 L8 @,
0025 4'.',,;_ & 5
0.000 J"— —
-0.025 * Fl ' :
) ) ¥ ¢
0050 O Nt 5 )
i ? n’.‘}
-0.075 ' 3
ﬁ = A%
0o a1 02 03 04 00 01 02 03 04 00 02 04 06 o8 1.0
Dim. 1 Dim. 1 Dim. 1
Adding in same task healthy Adding in different structured Adding in general speech
data (122 samples). Pic. task healthy data (327 healthy data (231 samples)
descriptions (PD); 28.6% out of samples) PD + structured PD + general speech; 3.6%
task error tasks; 17.8% out of task error out of task error o




Machine Learning For Health (ML4H)
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1) Toronto Has a Limited Time To Lead ML4H

e Perfect mixture of technical and medical talent.
¢ | imited by vision, and resources.

* The field moves quickly...

o ?
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ML is Growing Rapidly Into the Healthcare Space

WWW/Web of
Health

KDD/Health Day

AAAIl/Health Intelligence

Machine Learning for Healthcare (MLHC)

Stanford’s Big Data in Precision Health Conference

NeurlPS/Clinical Data} & NeurlPS/ML4H
Genomics

2012 2013 2014 2015 2016 2017 2018 2019
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Applications Across the Human Lifespan

2]
UNIVERSITY OF

Embryo Genome Voice medical Menital Paramedic Assist reading Bravent Classify Bromefe Predict
lection  interpretati h vi to K dx of heart f : : . identi : death
s:)(rafvlgn sl.z:lfrr‘l)er\il?;l?nns sc;(;i(l:(erv I(ﬁkae ?ATeia) dais att:ci, s(ta:)rke slige:,clzgisons bliggliase Carr]nojt;tlioir; : palientEL in-hizpital

Table 3 | Selected reports of machine- and deep-learning Developing diseases 704,587  range Miotto et al.”
algorithms to predict clinical outcomes and related parameters  Diagnosis 18590 096 Yang et al.”
Prediction n AUC Publication Dementia 76,367 091 Cleretde
number) Alzheimer's Disease 273 091 Mathotaarachchi
In-hospital 216,221 093*075'0.85* Rajkomaretal®®  (+amyloidimaging) et al
mortality, unplanned Mortality 26946 094 Elfiky et al.*
readmission, after cancer
prolonged LOS, final chemotherapy
discharge diagnosis , ,
PRI RIS _ i Disease onsetfor 298,000 range Razavian et al."”
All-cause 3-12 221284 093 Avatiet al.’ 133 conditions
month mortality o )
o Suicide 5543 0.84 Walsh et al.”
Readmission 1,068 0.78 Shameer et al."”® o s oes o o
elirium , : ong et al.™"
Sepsis 230936 0.67 Horng et al."”” :
: 103 LOS, length of stay; n, number of patients (training+ validation datasets). For AUC values:
Sept|c shock 16,234 0.83 Henry etal. *,in-hospital mortality; +, unplanned readmission; #, prolonged LOS; *, all patients; @,
Severe sepsis 203,000 0.85¢ Culliton et al.'* structured +unstructured data; + +, for University of Michigan site.
Clostridium difficile 256,732  0.82** Oh et al.: Source: High-performance medicine: the convergence of
infection human and artificial intelligence Eric Topol, Nature Medicine

Jan 2019
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TORONTO Figure: Debbie Maizels / Springer Nature
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ML As a Regulated Advice-Giver

Table 2 | FDA Al approvals are accelerating

Company FDA Approval Indication
Apple September 2018  Atrial fibrillation detection At IeaSt 1 2
Aidoc August 2018 CT brain bleed diagnosis ..
iCAD August 2018 Breast density via add |t|0na| AI
mammography . .
Zebra Medical July 2018 Coronary calcium scoring appllcatlons have
Bay Labs June 2018 Echocardiogram EF
determination been Clea red by
Neural Analytics  May 2018 Device for paramedic stroke ]
et FDA since the end
IDx April 2018 Diabetic retinopathy diagnosis
| : : - .
cometrix April 2018 MRI brain interpretation Of 201 8, a tOtaI Of
Imagen March 2018 X-ray wrist fracture diagnosis
Viz.ai February 2018 CT stroke diagnosis 26 to d ate ]
Arterys February 2018 Liver and lung cancer (MRI, CT)
diagnosis
MaxQ-Al January 2018 CT brain bleed diagnosis
Alivecor November 2017 Atrial fibrillation detection via
Apple Watch
Arterys January 2017 MRI heart interpretation

Source: High-performance medicine: the convergence of
human and artificial intelligence Eric Topol, Nature Medicine

€  Jan 2019 \7\
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Unique Position To Promote Robust ML in Health

. . 1 7 ;
/ExvaITuatPl‘oP l\:letrlis. - ML4H @ @ @
. Technical replicabilit .’ @ >
P y 0.75 underperforms

1. Code available

NLP
CV
General ML

2. Public dataset
0.25 3

C. Conceptual replicability l]\(/lL4H O
1. Multiple datasets o overperforms ¥

0

0 025 05 Q75 0 025 05 078 1 0 025 05 075 1
ML4H ML4H ML4H

e Machine learning in healthcare requires robustness.
e Technical replicability
e Statistical replicability
e (Conceptual replicability

[1] Reproducibility in Machine Learning for Health; ICLR Reproducibility Workshop 2018 (under review); Matthew B. A. McDermott, Shirly Wang, Nikki Marinsek, Rajesh Ranganath, arﬂh
Ghassemi, Luca Foschini

e
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Promote Better What is “Doctor-ing” 8

e 35% of doctors report burn-out + inability to
make a personal patient connections.’

e 56% of doctors say they do not have time to
be empathetic.?

e 40 seconds of compassion reduces patient anxie’[y.3

e Compassionate care can improve chronic low back pain, diabetes,
the common cold, etc...*

[1] Shanafelt, Tait D., et al. "Changes in burnout and satisfaction with work-life balance in physicians and the general US working population between 2011 and 2014."
Mayo Clinic Proceedings. Vol. 90. No. 12. Elsevier, 2015.

[2] Riess, Helen, et al. "Empathy training for resident physicians: a randomized controlled trial of a neuroscience-informed curriculum." Journal of general internal
medicine 27.10 (2012): 1280-1286.

[3] Fogarty, Linda A., et al. "Can 40 seconds of compassion reduce patient anxiety?." Journal of Clinical Oncology 17.1 (1999): 371-371.

[4] Trzeciak,Stephen and Mazzarelli, Anthony. “Compassionomics: The Revolutionary Scientific Evidence that Caring Makes a Difference.” 2019. -\7\
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2) Let’s Talk About Race

e Lack of ethnicity data in Canadian
EHR is itself a bias.

e Qur peers collect it to protect and
audit care.

e Adding an extra RPDB column is
easy.

* Not having ethnicity is a liability for
our technical leadership.

https://theconversation.com/how-anti-fat-bias-in-health-care-endangers-lives-115888

https://theconversation.com/the-fight-for-the-right-to-be-a-mother-9-ways-racism-impacts-maternal-health-111319
U NIV,;RS ITY OF https://theconversation.com/racism-impacts-your-health-84112 63
TORONTO https://torontoist.com/2016/04/african-canadian-prison-population/

DATA GAP

How Canada’s racial data gaps can
be hazardous to your health

Canada lags far behind other countries in tracking how ethnicity affects the
labour market, the justice system and health care. What are policy-makers
missing?

TAVIA GRANT > AND DENISE BALKISSOON >
TORONTO

INCLUDES CORRECTION

PUBLISHED FEBRUARY 6, 2019

UPDATED FEBRUARY 11, 2019

23 COMMENTS

Olga Lambert of Ajax, Ont., has an aggressive form of breast cancer that she's battled three times in 11
years. Research in the U.S. and Britain has highlighted the elevated risks of cancer for black women, but
Canada's information on race-based health issues is lacking.

TIJANA MARTIN/THE GLOBE AND MAIL

More « ‘Visible minority’ revisited « How you can help « Opinion: Andray Domise
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Human Treatment Pathways Are Shockingly Unique

D i a b ete S Metformin

b

X
G 558 8
EEEEEEEEEEEENS

In a combined EHR/claims dataset from 11 sources/4 countries/250
million patients, how many followed a unique treatment pathway?

e Diabetes:
e Depression:
e Hypertension:

[1] Hripcsak, George, et al. "Characterizing treatment pathways at scale using the OHDSI network." Proceedings of the National Academy of Sciences 113.27 (2016):
7329-7336. \Z\
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Human Treatment Pathways Are Shockingly Unique

D i a b ete S Metformin

b

X
G 558 8
EEEEEEEEEEEENS

In a combined EHR/claims dataset from 11 sources/4 countries/250
million patients, how many followed a unique treatment pathway?

e Diabetes: 10% of patients
e Depression:
e Hypertension:

[1] Hripcsak, George, et al. "Characterizing treatment pathways at scale using the OHDSI network." Proceedings of the National Academy of Sciences 113.27 (2016):

>, 7329-7336. \57\
65
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Human Treatment Pathways Are Shockingly Unique

D i a b ete S Metformin

In a combined EHR/claims dataset from 11 sources/4 countries/250
million patients, how many followed a unique treatment pathway?

e Diabetes: 10% of patients
e Depression: 11% of patients
e Hypertension:

[1] Hripcsak, George, et al. "Characterizing treatment pathways at scale using the OHDSI network." Proceedings of the National Academy of Sciences 113.27 (2016):

% 7329-7336. -\67\
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Human Treatment Pathways Are Shockingly Unique

D i a b ete S Metformin

In a combined EHR/claims dataset from 11 sources/4 countries/250
million patients, how many followed a unique treatment pathway?

e Diabetes: 10% of patients
e Depression: 11% of patients
e Hypertension: 24% of patients

[1] Hripcsak, George, et al. "Characterizing treatment pathways at scale using the OHDSI network." Proceedings of the National Academy of Sciences 113.27 (2016):

& 7329-7336. 77\
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Human Treatment Pathways Are Shockingly Unique

D i a b ete S . Metformin :

b

©

-

X
EEEEEEEEEEEENS

“In an underlying population of 250 million, based on my 3-y
treatment pathway, what patients are like me?”

[1] Hripcsak, George, et al. "Characterizing treatment pathways at scale using the OHDSI network." Proceedings of the National Academy of Sciences 113.27 (2016):

7329-7336. ‘ 87\
UNIVI;II{SITY OF 68

TORONTO  vecToR iNsTITUT

TTTTTTTTTTTTTTTT




Human Treatment Pathways Are Shockingly Unique

D i a b ete S Metformin

“In an underlying population of 250 million, based on my 3-y
treatment pathway, what patients are like me?”

For 24% of hypertension patients, “No one.”

[1] Hripcsak, George, et al. "Characterizing treatment pathways at scale using the OHDSI network." Proceedings of the National Academy of Sciences 113.27 (2016):

7329-7336. %97\
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Learning Unintended Features Is Too Easy

e CNN models can determine the hospital that the patient was admitted
to with 95% accuracy... from the X-ray.’

2

2
UNIVERSITY OF

TORONTO

Fig 4. CNN to predict hospital system detected both general and specific image features. We obtained
activation heatmaps from our trained model and averaged over a sample of images to reveal which subregions
tended to contribute to a hospital system classification decision. Many different subregions strongly
predicted the correct hospital system, with especially strong contributions from image corners. On
individual images, which have been normalized to highlight only the most influential regions and not all
those that contributed to a positive classification, we note that the CNN has learned to detect a metal token

that radiology technicians place on the patient in the corner of the image field of view at the time they
capture the image. When these strong features are correlated with disease prevalence, models can leverage
them to indirectly predict disease.

(b)

[1] Zech, John R., et al. "Confounding variables can degrade generalization performance of radiological deep learning models." arXiv preprint arXiv:1807.00431 (2018).
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3) Health Data As A Resource; Treat It That Way.

e All data is valuable; health data particularly so.

e Robust algorithms require large scale datasets for research use.

AWS Machine Learning Blog

Improving Patient Care with Machine Learning At Beth Israel Deaconess Medical
Center

Dr. Matt W i | on 04 MAR 2019 | Permalink | #® Comments | # Share

Beth Israel Deaconess Medical Center has launched a multi-year, innovative research program on how machine learning can improve patient care,
supported by an academic research sponsorship grant from AWS. The Harvard Medical School-affiliated teaching hospital will use a broad array of AWS
machine learning services to uncover new ways that machine learning technology can enhance clinical care, streamline operations, and eliminate waste,
with the goal of improving patient care and quality of life.

Improving patient care with machine learning

Inefficiencies in hospital management and operations are not only extremely costly to providers, insurers, patients, and taxpayers, but they can result in

precious resources being diverted away from patient care. These inefficiencies drive healthcare costs up and can contribute to life-threatening medical

Amazon Comprehend Medical

Extract information from unstructured medical textaccurately andiquickly

No machine learning experience required

Get started with Amazon Comprehend Medical

Amazon Comprehend Medical is a natural language processing service that makes it
easy to use machine learning to extract relevant medical information from
unstructured text. Using Amazon Comprehend Medical, you can quickly and accurately
gather information, such as medical condition, medication, dosage, strength, and

frequency from a variety of sources like doctors’ notes, clinical trial reports, and patient

health records.

Google Tries to Patent Healthcare
Deep Learning, EHR Analytics

Google has applied for a sweeping patent including the
fundamentals of deep learning and EHR analytics in the
healthcare industry.

Google

222
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Create Research with a Resource

e ML4H is currently defined by ONE dataset - MIMIC
from the Beth Israel Deaconess Medical Center ICU.

Signals

Spurious Data
Missing Data

Numerical
Irregular Sampling
Sporadic

. Nurse Doc |_ _ _ _ _ _._ _ Doc _| Path _!_____________!_____ Discharge I
Narrative I I I ( Note J I

Misspelled
Acronym-laden
Copy-paste . . . .
Age | | N |
Traditional Gender Billing Codes
Biased Risk Score . . . Diagnoses .
| | | |
00:00 12:00 24:00 36:00 48:00
[1] Johnson, Alistair EW, et al. "MIMIC-III, a freely accessible critical care database." Scientific data 3 (2016). ‘ ¢
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A Decade of Vetted Access to De-identified Data

e MIMIC has been around for over a decade.
* No lawsuits or newspaper headlines regarding privacy failures.

e \/etted access to de-identified data demonstrably safe, even for a
single source in a small city.

IRB Approval

This study was approved by the Institutional Review Boards of Beth Israel
Deaconess Medical Center (Boston, MA) and the Massachusetts Institute of
Technology (Cambridge. MA). Requirement for individual patient consent was
waived as the study did not impact clinical care and all data were de-identified.

The MIMIC II database was collected as part of a Bioengineering Research
Partnership (BRP) grant from the National Institute of Biomedical Imaging
and Bioengineering entitled, “Integrating Data, Models and Reasoning in In-
tensive Care” (RO1-EB001659). The|project was established in October 2003
and included an interdisciplinary team from academia (MIT), industry (Philips

Medical Systems) and clinical medicine (Beth Israel Deaconess Medical Cen-

ter). The objective of the BRP is to develop and evaluate advanced Intensive

Care Unit (ICU) patient monitoring systems that will substantially improve the
efficiency, accuracy and timeliness of clinical decision making in intensive care. 2
UNIVERSITY OF o ‘3
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The MIMIC Model Works - ICES/GEMINI Options

« Openly accessible, de-identified
clinical dataset

 Privacy risks mitigated with vetted
users under EULA m) ?qe;s:g;;:%PorﬁolioOnlineReportingTooIs — &

HOME | ABOUT RePORT | FAQs | GLOSSARY | CONTACT US

[ Strea m I i n e d a Ccess to d ata QUICK LINKS RESEARCH ORGANIZATIONS WORKFORCE FUNDING REPORTS

H GaPNRTEE R RePORT Login | Register| RePORTER Manual ~ System Health: [ GREEN

« Enabling collaboration, benchmarking, Aeaell Beslils =
re p rod u Ci b i I ity PUBLICATIONS PATENTS CLINICAL STUDIES DATA & VISUALIZE MAP NEWS & MORE

There were 4 results matching your search criteria ow/H rch Criteria s
Click on the column header to sort the results

Funded NIH Grants based on MIMIC (~$1.3M in 2018):

IT: Application Type; Act: Activity Code; Project: Admin IC,Serial No.; Year: Support Year/Supplement/Amendment

Contact Pl/ i . Funding  FY Total Cost Similar
Project Leader Organization BY Admin|C Ic by IC Projects

f T Act Project Year Sub# Project Title

- A
(] 1R43 TR002221 01A1 g}?ﬁtgﬁl‘ggg‘g&éﬂrgr\?ACH - DAS, RITANKAR DASCENA, INC. 2018  NCATS NCATS $310,782 \_\

USING CLINICAL TREATMENT DATA
IN A MACHINE LEARNING

- NCATS $324 97
[ 1R43 TR002309 01A1 APPROACH FOR SEPSIS. DAS, RITANKAR DASCENA, INC. 2018  NCATS NCATS $324,971

New researchers approved for MIMIC: berecrion

MACHINE LEARNING AND DEEP

1200 - LEARNING SOLUTIONS

(] 3Ro1 EB025021 0251 SUPPLEMENT: MATCHING METHODS YOLEQUSKY, DUKE UNIVERSITY 2018  NIBIB NIBIB s98714 |
i EFOR CAUSAL INFERENCE WITH ALEXANDER !‘
COMPLEX DATA
AUTOMATED DETECTION AND

1000 - (] 5ROl HL136660 02 PREDICTION OF ATRIAL WALKEY. ALLAN J SOSTON UNIVERSITY 2018 NHLBI NHLBI $551,823 REED]
g R o FIBRILLATION DURING SEPSIS MEDICALCAMEUS .
0
-]
T 800 -
9
©
E‘
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o] . . . = .
0 Machine Learning in Health overfits models to MIMIC:
v}
> 400 - ; F o
% ] g CIENTIFIC D AT A% M) MIMIC-IIL, & freely accessible critical care database
Q AEW Johnson, TJ Pollard, L Shen, HL Li-wei, M Feng... - Scientific data, 2016 - nature.com
< 200 Total cibats ... 8. MIMIC-II Critical Care Database: Documentation and Website http://mimic.physionet.

’ otal citations org (Accessed: March 2016). Google Scholar. 9. Goldberger, AL et al. PhysioBank,
Physio it, and Ph et . Circulation 101, e215-e220 (2000) ...
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Speech or Vision?

gfiy

amazon & Spotify

salesforce -.. ..
Baich&E
Quora Google
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Machine Learning For Health (ML4H)

Creating actionable insights in human health.

4
4

000
What models are What healthcare is What behaviors
healthy? healthy? are healthy?
9 ; V
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