Women have made great progress in entering highly skilled occupations over the past half-century, but strong disparities in rates of hiring, promotion, and pay persist (England 2010; Roth 2006). Although a number of factors drive gender inequalities in careers, research shows that gendered evaluations of competence play a critical role (Ridgeway 1997, 2006). On average, people rate male workers as significantly more able, likable, and worthy than female workers, even when their qualifications, performance, and behaviors are identical (for reviews, see Foschi, Lai, and Sigerson 1994; Heilman 2001; Quadlin 2018; Ridgeway 2011).

Such research convincingly demonstrates that biased evaluations play a vital role in maintaining gender inequalities, but scholars have paid little attention to the architecture of evaluation—specifically, how the design of tools used to judge merit might temper or exacerbate gender gaps in evaluations. Workplace evaluations are classification systems.
that require individuals to rate an employee’s relative quality in selected domains. Rating systems, however, are not neutral instruments; they are sources of power and engines of inequality that strongly shape how people distribute attention, resources, and rewards (Espeland and Sauder 2016; Espeland and Stevens 1998). Nevertheless, scholars have yet to examine how the structure of particular rating schemes used to evaluate workers may influence observed gender inequalities in a given field.

In this article, we analyze a basic element of rating systems that can affect the degree to which gender bias is reflected in evaluations: the number of response categories on a rating scale. We report results from two complementary studies. First, using a quasi-natural experiment, we analyze how a shift from a 10-point to a 6-point scale affected the evaluations of male and female instructors at a professional school of a large North American university. This setting offers a unique opportunity because the shift in the scale—implemented for reasons unrelated to the gender gap in evaluations—represents a quasi-exogenous shock to the rating system and thus helps reveal the relationship between the number of scale points and the size of the gender gap. In particular, by using instructor-course fixed effects, we can adjust for stable differences in instructor and course quality and examine how the same instructors teaching the same courses fared before and after the scale change—and whether the effect of the new scale was different for men and women. Using this approach, we found that the shift in the rating scale eliminated the gender gap in teaching evaluations in the most male-dominated fields.

Second, we consider the explanation that the scale change—rather than reducing the extent to which gender bias is reflected in evaluations—simply reduces opportunities for finer quality differentiation and thus masks actual gender differences in teaching performance. To address this possibility, we conducted a survey experiment that presented all participants with an identical lecture transcript but randomly varied the gender of the instructor who had ostensibly given the lecture and the number of points on the scale that participants used to rate the instructor’s performance. Holding instructor quality constant, this experiment replicates the results of our field study and suggests that the number of scale points affects the degree to which gender stereotypes associating brilliant, exceptional performance with men manifest in numeric performance ratings.

These findings highlight how seemingly minor technical aspects of performance ratings can have a major effect on the evaluation of men and women in the workplace. In addition, our study fills important gaps in sociological knowledge by illuminating concrete organizational practices that can reduce workplace inequalities (see Dobbin, Schrage, and Kalev 2015; Kalev, Dobbin, and Kelly 2006; Williams 2014) and by showing how the design of evaluation tools affects gender dynamics in organizations.

GENDER INEQUALITIES IN PERFORMANCE EVALUATIONS

Performance evaluations are ubiquitous in contemporary organizations (Castilla 2008). Following the scientific turn in management and the emergence of human resources departments as a bureaucratic form, performance evaluations gained popularity as a means to increase efficiency, standardize comparisons between workers, and reduce bias (Dobbin et al. 2015). In the wake of equal opportunity legislation in employment, structured performance evaluations have also become important symbolic tools that organizations use to signal compliance with federal and state anti-discrimination laws (Dobbin 2009; Edelman 2016). Within the broad category of performance evaluations, numeric ratings are among the most common (Murphy and Cleveland 1995).

Despite their intended purpose as “objective” measures of worker performance, a substantial body of research shows systematic bias in performance evaluations against
particular groups of workers, including women. Through numerous laboratory and field studies, scholars have shown that women tend to receive significantly lower performance ratings than men, even when their behaviors or skill levels are identical (for a review, see Heilman 2001). When assigning holistic assessments of overall worker quality, managers not only hold women to higher standards in terms of both competence and warmth relative to men (Biernat, Tocci, and Williams 2012; Foschi 1996; Lyness and Heilman 2006), but they also discount women’s skills, giving them less credit for their performance (Biernat, Tocci, and Williams 2012; Foschi 1996; Lyness and Heilman 2006). Compounding this, top-performing women are significantly less likely than men to be described as exceptional performers, geniuses, “stars,” or “superstars” due to gender stereotypes of brilliance (Bian, Leslie, and Cimpian 2017; Leslie et al. 2015; Schmader, Whitehead, and Wysocki 2007). Given that performance evaluations form a major basis for promotion, compensation, and termination decisions in many organizations, these patterns are critical for understanding the persistence of gender inequalities in the workplace.

Nevertheless, there is a dearth of research examining what can be done to reduce gender inequalities in workplace evaluations, including performance evaluations (Bohnet, Van Geen, and Bazerman 2015; Dobbin et al. 2015; Ridgeway 2006; Williams 2014). Just as the way people evaluate men and women varies based on the structure of the task at hand (see Ridgeway 1997), we argue that the design of tools used to assess merit—or what we term the architecture of evaluation—can influence the degree to which gender stereotypes are expressed in performance appraisals. In this article, we examine one aspect of evaluative structure that can potentially affect the degree to which gender biases manifest: the type of numeric scale used to rate performance.

QUANTIFICATION AND STRATIFICATION

Research on gender inequalities in workplace evaluations typically takes the numeric scale used to assess workers for granted. Numeric performance evaluations, however, are systems of classification that group workers into different categories of worth based on perceived competence. Classification schemes hold tremendous power to shape people’s interpretations of reality (Espeland and Stevens 1998; Lamont and Molnár 2002). They have far-reaching effects on how people rank individuals, objects, and organizations, and how they distribute valued social and material rewards (for reviews, see Brandtner 2017; Lamont 2012; Sauder 2006; Sauder, Lynn, and Podolny 2012). Quantitative classification systems, such as numeric ratings, are particularly powerful sources of inequality because they provide fast, simple, and seemingly neutral bases on which to differentiate actors (Espeland and Stevens 2008; Posselt 2016; Stevens 2007). Prior research has shown that quantitative ratings and rankings of quality play crucial roles in creating and maintaining systems of stratification in diverse settings, ranging from law schools (Espeland and Sauder 2016) to the California wine industry (Benjamin and Podolny 1999).

But crucially, the structure of a classification system matters for patterns of inequality that emerge from it (Gould 2003). The number of levels or categories within a classification scheme seems to be particularly consequential for the distribution of material and symbolic rewards. For example, in a study of all-star ratings of equity analysts at U.S. brokerage firms, Bowers and Prato (2018) found that changes in the number of categories rated in a given year had significant effects on analysts’ overall visibility and market impact. Crucially, these changes were random and occurred independently of analyst quality. Bowers and Prato (2018:668) argue that the number of categories is consequential because classification schemes, like rating systems, are ultimately hierarchical status systems: “Audiences attend to status . . . and base decisions on it.” Thus, changes in the number of categories in an evaluative scheme can “redesign the boundaries of status competition” by shifting how audiences distribute their time, attention, and resources, and by changing opportunities for recognition.
Evaluative schemes with a greater number of categories, for example, enable raters to capture more subtle differences in perceived quality than those with a smaller number of categories, where a broader range of performances may be lumped into a single category (e.g., A through F letter grading schemes versus pass/fail systems in education). But net of such quality considerations, the number of categories present in a rating system may also matter because numbers are more than just counts; they are cultural objects laden with meaning (Espeland and Stevens 2008). In particular, across numerous settings, the number 10 has strong cultural associations with flawless performance (e.g., “a perfect 10”; see Pennington 2016; Stewart 2013). Consequently, evaluators are generally less likely to assign the highest rating to a person on a 10-point scale than on a 5-point scale (Hui and Triandis 1989). Given common gender stereotypes that associate exceptional or brilliant performance with men more than women (Bian et al. 2017), raters might be particularly hesitant to assign a 10/10—an indicator of perfect, brilliant performance—to women. We investigate this possibility and its implications in a setting where gender inequality has received considerable scholarly and public attention: faculty teaching evaluations.

GENDER INEQUALITIES IN FACULTY TEACHING EVALUATIONS

Faculty teaching evaluations provide a ripe setting in which to study the relationship between numeric scales and gender inequalities. Despite substantial gains over the past several decades, gender inequalities in academia remain substantial (Samble 2008). Women are underrepresented in tenure-line roles relative to their representation in PhD programs in both male- and female-dominated disciplines (Rudd et al. 2008). They are overrepresented among adjuncts and non-tenure-line positions, which tend to offer lower levels of pay, prestige, and job security (Jacobs and Winslow 2004). In many academic fields, women on the tenure track face significant disparities in promotion and pay relative to men (Aguirre 2000; Barbezat and Hughes 2006; Perna 2006).

Gender biases in teaching evaluations contribute to the persistence of gender inequalities in academic careers. Teaching evaluations are central components of faculty hiring, promotion, and compensation decisions (Baldwin and Blattner 2003; Murray 1984). The most common types of teaching evaluations are those where students rate an instructor’s performance on a numeric scale. A plethora of experimental and field studies show biases in favor of male faculty in these ratings. Consistent with gender stereotypes of competence ( Ridgeway 2011), men are rated as more skilled and able instructors than women; these effects are robust to course content, student self-selection into classes, student learning, and student grades received (Abel and Meltzer 2007; Arbuckle and Williams 2003; Boring, Ottoboni, and Stark 2016; MacNell, Driscoll, and Hunt 2015; McPherson, Jewell, and Kim 2009; Mengel, Sauermann, and Zölitz 2017; Sidanius and Crane 1989; Wagner, Rieger, and Voorvelt 2016). Biases even spill over into assessments of course materials. For example, students give significantly higher ratings to textbooks and readings assigned by men than those assigned by women, even when all course materials are identical across instructors (Mengel et al. 2017). Likewise, students rate female instructors as taking significantly longer to return feedback than male instructors, even when feedback is provided at the exact same time (MacNell et al. 2015).

Additionally, whereas men are judged more for their subject matter expertise, women are judged more for their interpersonal qualities, such as whether they are nice, friendly, or helpful to students (Bennett 1982; Kierstead, D’Agostino, and Dill 1988; Sidanius and Crane 1989). This is consistent with prescriptive stereotypes asserting that women not only are but also should be communal and warm (Eagly and Karau 2002).
Gender biases appear not only in numeric ratings of teacher performance, but also in qualitative comments written to describe male and female faculty. Consistent with research on gendered perceptions of brilliance (Bian et al. 2017; Leslie et al. 2015), students in many fields are more likely to describe male versus female faculty as “exceptional,” “excellent,” or “the best” (Basow 2000; Storage et al. 2016; see also Boring 2017).

Existing studies convincingly demonstrate that faculty teaching evaluations are prone to gender stereotypes of competence, communality, and brilliance. Research shows that biased evaluations can lead to reduced tenure rates and compensation levels for female faculty (Wagner et al. 2016; see also Murray 1984). It is less clear, however, what policies and practices can help remedy this problem. Gender stereotypes themselves are extremely resistant to change (Ridgeway 2011), but the research on classification and stratification reviewed above suggests the type of rating scale—particularly the number of categories on a scale—might affect the extent to which gender stereotypes manifest in performance ratings.

Shared cultural understandings about the relative value of particular groups of actors, or status beliefs (Berger et al. 1977; Webster and Foschi 1988), strongly influence how people classify others in hierarchies, including in rating systems (Sauder et al. 2012). Status beliefs portraying women as being less worthy than men underlie the gender stereotypes reviewed above. They are critical drivers of the more negative teaching evaluations received by women faculty as well as gender inequalities in workplaces more broadly (Ridgeway 2011; Ridgeway and Correll 2004). If changes in the number of categories in a classification system can indeed “redefine the boundaries of status competition” by refocusing audiences’ attention toward or away from particular beliefs and bases of evaluation as relevant (Bowers and Prato 2018), such changes may also make certain status beliefs, including particular gender stereotypes, more or less salient or impactful. Indeed, other properties of evaluations, such as whether they involve qualitative versus quantitative feedback or elicit subjective versus objective data, have been shown to influence the relative salience and impact of gender stereotypes (for reviews, see Biernat and Fuengen 2001; Biernat et al. 2012). Likewise, the number of categories available to rate instructors may affect the magnitude of the gender gap in evaluations.

Yet, the direction of this effect is unclear. On one hand, a reduction in the number of categories, such as our case of moving from a 10-point to a 6-point scale, could increase the gender gap in evaluations. As noted earlier, prior research has documented common stereotypes that link brilliant, extraordinary performance with men more than women (Bian et al. 2017), a general finding that is borne out in research on faculty evaluations, especially in male-dominated fields (e.g., Basow 2000; Boring 2017; Storage et al. 2016). If, because of these stereotypes, students are reluctant to give women the top rating regardless of the scale used, then scales with fewer points might disadvantage women. For example, a student might rate a well-performing female instructor 9 on a 10-point scale but only 4 on a 5-point scale—that is, 90 percent of the maximum rating on the 10-point scale versus only 80 percent of the maximum rating on the 5-point scale.

On the other hand, there are reasons to expect that reducing the number of scale points—from 10 to 6 points in our particular context—will benefit women. This prediction is based on two related factors. First, as noted earlier, rating systems with fewer categories tend to be less sensitive to subtle differences in perceived quality. Given research showing that audiences apply stricter standards to female versus male workers (Biernat and Fuengen 2001; Foschi 1996) and more heavily scrutinize their performance for errors (Brewer 1995; Heilman 1995; Rivera 2015), a narrower scale may give audiences fewer opportunities to translate subtle differences in perceived performance—including those driven by gender stereotypes—into numerical differences in ratings.
Second, the highest rating on a scale with more categories might carry a different meaning than the highest rating on a scale with fewer points. Cognitive psychologists make a distinction between individually held, subjective categories of judgment that exist in the minds of evaluators (e.g., “He’s an awesome professor,” “I hated his teaching style,” and “She’s a pretty good teacher”) and the numerical response categories that exist on a particular scale (Wyer and Carlston 1979). According to this view, raters attempt to map their subjective assessments onto the categories of the scale they are given, and their interpretations of the scale and the different points on it affect how that mapping plays out (Hui and Triandis 1989). Building on this perspective, there is reason to believe that—in addition to wider scales being more sensitive to perceived quality differences—the meanings individuals attach to specific numbers may serve as cognitive anchors, or implicit standards of quality, that shape raters’ likelihood of assigning specific scores to particular groups. In other words, certain numbers may prime audiences to adopt more or less stereotypical performance bars. For example, given the cultural associations between the number 10 and perfection described previously, a 6/6 rating may not signify exceptional or brilliant performance as strongly and unambiguously as a rating of 10/10. Indeed, research shows that evaluators are generally less likely to assign the highest rating to a person on a 10-point scale than on scales with fewer points (Hui and Triandis 1989), suggesting that a 10/10 is a more exclusive category than, say, a 6/6. In other words, whereas a 10/10 rating might be reserved for what raters see as brilliant or perfect performance, a 6/6 rating might be somewhat less exclusive and could encompass not only flawless performance but also what raters perceive as (merely) very good performance. Thus, students evaluating an instructor whom they perceive to be very good but not necessarily extraordinary might be willing to assign a rating of 6/6 but perhaps not a 10/10.

This difference in the meaning of a top rating on a 10-point versus 6-point scale likely matters for the gender gap in faculty evaluations, as well as performance evaluations more broadly. Given the gender biases in evaluation described previously—whereby audiences over-attune to women’s weaknesses and under-attune to their strengths (Biernat and Fuegen 2001; Brewer 1995; Foschi 1996; Heilman 1995)—women are significantly less likely than men to be perceived as top performers, especially in male-dominated settings (Biernat et al. 2012; Schmader et al. 2007; Yoder 1991). If students subjectively view female instructors as very good but not brilliant teachers, which prior research suggests they do (e.g., Storage et al. 2016), they might be less reluctant to give them 6/6 ratings than 10/10 ratings. This, in turn, may have important implications, because the gender gap in faculty evaluations is often driven by students’ relative reluctance to give female instructors the highest ratings on a scale (Boring 2017).

METHODS

We investigate these issues empirically through two complementary studies. First, we analyze data from a quasi-natural experiment to examine how reducing the number of scale points from 10 to 6 affected the ratings received by male and female faculty at a professional school of a large North American university, especially in male-dominated fields, where stereotypes linking superlative performance with men rather than women tend to be most prevalent. Second, we conducted a survey experiment in which we presented all participants with an identical lecture transcript but randomly varied instructor gender and the number of points on the rating scale used in evaluations. The quasi-natural experiment provides data from the field with a high degree of external validity, and it is a unique opportunity to observe the ratings of a given group of instructors under two distinct rating systems; the survey experiment provides a controlled setting in which we can
randomly vary our variables of interest while holding teaching quality constant.

**Quasi-Natural Experiment in the Field**

Measuring the causal effect of different rating scales is difficult. Institutions vary in the number of scale points they use in teaching evaluations and in many other ways. There is a great deal of unobserved heterogeneity in course content, instructor quality, gender relations, and institutional cultures. Thus, cross-sectional comparisons of institutions might confound the effect of different scales with the effect of unobserved factors. A controlled experiment can eliminate such heterogeneity, but it might raise concerns about external validity.

To overcome these issues, we began with a quasi-natural experiment that occurred when—for reasons unrelated to gender—an institution reduced the number of points on its instructor rating scale. This allows us to examine how the ratings of male and female instructors changed after introduction of the new scale. In particular, using instructor-course fixed effects, we are able to examine how the same instructors teaching the same courses fared before and after the scale change—and whether implications of the new scale were different for women and men.

The scale change took place at a professional school of a large, well-regarded North American research university. Per our confidentiality agreement with this institution, we conceal the university’s and the school’s identities, and we obscure minor details to protect the identity of the school and its students.

For a number of years, the school asked its students to rate instructors on a 10-point scale. However, the school recently switched to a 6-point scale, following the recommendations of an internal committee. There were two main arguments for this change: reducing the number of scale points would simplify the rating system, and a smaller scale might limit “grade inflation” in teaching evaluations. Committee members believed that, because many students mentally converted ratings on the 10-point scale into percentages, they were reluctant to give instructors ratings below 7. With the 6-point scale, the argument went, students would be less likely to convert the points into percentages and, as a result, the ratings might be less skewed. In making the decision for the new scale, the committee did not consider gender issues.

Our data consist of student ratings of instructors for 29 consecutive terms. The 10-point scale was in use during the first 20 terms; during the remaining nine terms, the school used a 6-point scale. In total, our data include 105,034 student ratings of 369 instructors in 235 courses (and 625 instructor-course combinations). Each course falls into one of eight major subject areas.

Overall, 24.4 percent of the instructors in the sample were female, but this number masked important variation across the eight subject areas. Four areas stood out as particularly male-dominated. In these areas, less than one-fifth of the instructors were women (11.1, 13.1, 13.8, and 15.1 percent). In contrast, the proportion of women in the other four fields was substantially higher (38.8, 30.4, 30.0, and 29.2 percent). The gender composition of these eight fields—both the proportion of female faculty in each field and the relative ranking of fields by the presence of women—was consistent with national-level trends in these disciplines. Given the stark difference in the gender composition of these two sets of fields, as well as prior research suggesting that female faculty face distinct challenges in evaluations in the most male-dominated fields (e.g., Storage et al. 2016), we present some of our results separately for the two sets of fields.

As in most institutions, course evaluations at this school included several items. Given our interest in evaluations of individual performance, we focused primarily on students’ ratings of an instructor’s teaching performance, rather than ratings of the course itself. Instructor ratings represent a particularly important local metric; they are used in decisions about annual salary increases, promotions, tenure, contract extensions, and teaching
awards. As a robustness check, however, we also report findings with course ratings as the dependent variable.

For each student rating in our sample, we have a unique code identifying the instructor and the course, know the instructor’s gender, the subject area (as classified in the school’s course catalog), and the term and the year. In addition, we have a dummy variable tenured/tenure-track that equals 1 if the instructor is tenured or tenure-track faculty, and 0 otherwise (e.g., if the instructor is an adjunct or clinical professor or a non-tenure-track lecturer). We also have data on instructor race and know whether an instructor held a PhD; for those who did, we created a time-variant measure of the number of years since their doctoral graduation. Because of confidentiality protections, we did not have access to qualitative comments on the evaluations or individual-level data on the students who provided the ratings.

Overall, 79.7 percent of instructors held a PhD, and 55 percent were tenured or tenure-track faculty. On average, PhD holders had earned their degree 9.5 years before the beginning of our observation period. Most instructors were white (78.1 percent); 16 percent were Asian, 3.5 percent were black, and 2.4 percent were Hispanic. There were no statistically significant differences between male and female instructors in (1) the proportion of PhD holders, (2) the proportion of tenure and tenure-track faculty, or (3) the proportions of various racial groups.

Among PhD holders, however, there was a significant gender difference ($p < .01$) in the number of years since the PhD. On average, men had graduated 10.5 years prior to the beginning of our observation period, whereas women had graduated 6.5 years before the start of the observation window. To a large extent, this difference reflects the relatively small number of female instructors who had obtained a PhD in relevant fields during the 1970s and 1980s. To ensure our analyses do not confound gender differences with differences in years of experience since the PhD, we conducted robustness checks and report them after presenting our main results.

In our primary regression models, we use fixed effects to adjust for time-invariant characteristics of courses and instructors. This allows us to assess the implications of the scale change while holding constant all stable aspects of course content and instructor quality. Our inferences, in other words, are based on within-instructor and within-course changes in ratings. Thus, for example, if the school hired a large number of highly rated female instructors after the scale change, their presence would not bias the results.

Instructor-course fixed effects are especially helpful because they mean the coefficients represent changes within instructor-course combinations. This ensures our results are not driven by, for example, the school giving female instructors easier courses to teach after the scale change or matching them more effectively to courses that fit their skills. At the same time, of course, no empirical design is perfect. After presenting results, we consider a number of threats to the validity of this quasi-natural experiment, including the possibility that female instructors tend to show more improvement in their teaching over time than do male instructors, and the concern that there might have been a general trend toward less gender-biased evaluations regardless of the scale change.

Survey Experiment

Our field data—collected unobtrusively in a natural setting over several years—offer significant advantages, but they are not without limitations. One issue is that these data do not allow us to establish whether the observed gender gap is necessarily and exclusively due to gender bias; skeptics might argue that some or all of an observed gap is due to actual differences in the teaching performance of male and female instructors. Some may claim, for example, that systematic gender differences in teaching effectiveness exist, and that male faculty are overrepresented in the right tail of the performance distribution (see Summers 2005). This argument, in turn, might imply that a rating scale with fewer points could
help female instructors, not because it limits the expression of gender bias, but because it lumps together brilliant (male) instructors with merely very good (female) instructors. Our field study cannot conclusively rule out this possibility. Another limitation is that our field data came from a single institution and might reflect idiosyncrasies of the local student population rather than broader patterns.

To address these issues and complement our field data, we conducted a second study: an online survey experiment with students from the same type of degree program from dozens of schools. We presented participants with identical excerpts from the transcript of a lecture and randomly assigned either a male or a female name to the instructor who had ostensibly given the lecture. We also randomly varied whether participants were asked to rate the instructor on a 10-point or a 6-point scale. Thus, each participant was assigned to one of four conditions, using a 2 (instructor gender: female versus male) × 2 (rating scale type: 6-point versus 10-point) factorial design.

This experimental design has less external validity than a longitudinal field study with years of data from hundreds of actual courses. Yet, it is a useful complement to our field study because it allows us to sample participants from a range of institutions and randomly vary the focal instructor’s (perceived) gender and the rating scale while holding constant instructor quality.

Our main prediction was that participants would tend to give higher ratings to an instructor believed to be male rather than female, and that the gender gap in evaluations would be larger under a 10-point rating scale than a 6-point scale. Before conducting the study, we preregistered these predictions as well as the planned sample size, the exclusion criteria, and the intended statistical analyses (https://aspredicted.org/blind.php?x=r6hz6x).

We conducted the experiment as an online survey, using participants drawn from respondent panels maintained by SurveyMonkey Audience and Survey Sampling International. The basic sampling frame included degree-seeking students enrolled in on-campus (i.e., rather than online) programs in the same type of professional school as the one we studied with our field data. To obtain a broad but not overly heterogeneous sample, we restricted this sample to students in top-100 degree programs in the United States, as ranked by U.S. News and World Report in 2018.

Participants were selected on the basis of their answers to demographic questions they had provided when initially joining a panel; in addition, our survey included a series of screening questions to ensure all respondents fit the above-described sampling criteria. As compensation, participants received a variety of rewards, including gift cards, cash, entry into prize draws, and donations to a charity of their choice. These incentives were administered by the survey-sampling firms; the average cost of recruitment was approximately $12 per valid respondent.

On average, participants spent seven minutes on the task. Consistent with our a priori exclusion criteria, we excluded from the sample participants who spent less than 60 seconds reading the transcript, because this would suggest a failure to read the stimulus materials sufficiently carefully. We also excluded respondents who indicated, in response to a direct question at the end of the survey, that they had previously watched the TED talk on which the lecture transcript was based.

The sample consisted of 400 students (66.25 percent male) who fit the sampling frame and were not screened out by our exclusion criteria. Participants were randomly assigned to one of four equal-sized experimental conditions (i.e., n = 100 per condition). Participants were from 40 different universities, representing all major regions of the United States (Northeast, Midwest, South, and West), with no more than 29 students from any single institution.

All participants read an identical excerpt from the transcript of a lecture on the social and economic implications of technological change. We chose this topic because it has potentially broad appeal, and both technology and economics are traditionally male-dominated fields. The excerpt was about 1,100 words.
long and included an illustrative figure from a presentation slide. Ostensibly taken from a university lecture, the transcript was actually adapted from a popular TED talk; we excerpted the sections covering the motivation for the topic, the main argument, and a couple of illustrative examples.

For each participant, the instructor was identified either as Professor John Anderson or Professor Julie Anderson. Anderson is a very common surname in the United States, and the first names John and Julie were suitable for our purposes because they send a clear gender signal but otherwise tend to elicit similar reactions with regard to perceived warmth and competence (Newman et al. 2018).

After reviewing the transcript, participants rated the quality of the instructor and the course on either a 6-point or 10-point scale. To explore the mechanisms underlying any potential differences in ratings, participants were then asked to write down the words that first came to mind when they thought of the instructor’s teaching performance. Finally, to understand potential differences in the perception of male and female instructors, we included a set of simple items based on prior research on gender stereotypes of performance (e.g., Correll, Benard, and Paik 2007; Rivera and Tilcsik 2016; Rudman and Glick 2001; Storage et al. 2016), asking respondents to indicate the extent to which they viewed the instructor as brilliant, knowledgeable, nice, helpful, and hardworking on five-point Likert scales (1 = strongly disagree, 5 = strongly agree).

To analyze data from the survey experiment, we first examined whether participants gave higher performance ratings when they believed the instructor was male rather than female. We then tested whether the size of the gender gap in ratings was different under the 6-point and 10-point scales. This approach allowed us to replicate the analysis of our field data in a controlled experimental setting where student raters were presented with identical evidence about the teaching performance of male and female instructors. In addition, to probe the underlying mechanisms, we explored how participants’ qualitative responses and quantitative assessments of specific instructor characteristics—such as brilliance—varied by scale type and perceived instructor gender.

FIELD STUDY RESULTS
Descriptive Overview

The histograms in Figure 1 provide a descriptive overview of the distribution of ratings under the original, 10-point-scale system. In the four subject areas with the highest proportion of female instructors, there do not appear to be major gender differences in the shape of the distribution. The distribution in the most male-dominated subject areas, however, reveals a different picture—one that is consistent with the previously documented reluctance of raters in male-dominated fields to evaluate women as performing at the highest levels of excellence. In these fields, 31.4 percent of the ratings male instructors received were a perfect 10; in contrast, female instructors received the highest score in only 19.5 percent of cases. This difference is significant both statistically ($p < .001$) and substantively: men’s ratings were 1.6 times more likely than women’s to be a 10. Indeed, for men in these fields, 10 was the most common rating (31.4 percent), followed by 9 (22.2 percent) and then 8 (18.9 percent). For women in the same fields, the most common rating was 8 (23.3 percent), followed by 9 (20.3 percent), and only then 10 (19.5 percent). We see this same basic pattern in each of the four fields; male instructors received 10s significantly more often than women in each case. As a result, the average rating in these fields was half a point lower for women than for men (7.7 versus 8.2, $p < .001$).

Figure 2 depicts the distribution of ratings under the 6-point scale. In the four areas with the highest proportion of female instructors—just as under the 10-point system—the highest rating was the most common one, followed by the second highest rating, and then the third highest rating. And, as under the old, 10-point system, the distribution of ratings appears fairly similar for male and female instructors. Most interesting for our purposes, however, is what happened in the male-dominated subject
areas, where we saw the starkest differences between men’s and women’s ratings under the 10-point system. Part B of Figure 2 suggests those differences largely disappeared with introduction of the 6-point scale. Under the new system, there was no substantial gender difference in the frequency of receiving a top score: the frequency of top ratings (i.e., 6s) was 41.2 percent for men and 41.7 percent for women. Likewise, there was no longer a major difference in the average rating of men and women (4.91 and 5.01, respectively).

Figure 1. Distribution of Ratings under the 10-Point-Scale System
Note: Number of ratings in the least male-dominated subject areas (i.e., the four subject areas with the highest proportion of female instructors) = 29,000 (male instructors) and 12,264 (female instructors). Number of ratings in the most male-dominated subject areas (i.e., the four subject areas with the lowest proportion of female instructors) = 27,674 (male instructors) and 3,272 (female instructors).
Regression Results

Table 1 presents random-effects models, estimated with generalized least squares. Unlike the fixed-effects models we present below, these models do not adjust for all time-invariant course and instructor heterogeneity. Yet, they are still helpful as a starting point: although the main effect of gender is absorbed by fixed effects, it is visible in random-effects models.

Models 1, 2, and 3 are linear probability models with a binary dependent variable that equals 1 if a rating was at the highest level on the relevant scale (i.e., 10 on the old scale and

Figure 2. Distribution of Ratings under the 6-Point-Scale System

Note: Number of ratings in the least male-dominated subject areas (i.e., the four subject areas with the highest proportion of female instructors) = 13,323 (male instructors) and 5,045 (female instructors).

Number of ratings in the most male-dominated subject areas (i.e., the four subject areas with the lowest proportion of female instructors) = 13,210 (male instructors) and 1,246 (female instructors).
6 on the new scale). Models 4, 5, and 6 mirror these models, but the dependent variable is the rating itself.4

Looking across all subject areas, the coefficient on female in Model 1 implies that under the 10-point scale, the likelihood of receiving the top score of 10 was 5 percentage points lower for women than for men. In addition, the positive coefficient on 6-point scale implies that instructors were more likely to receive the top score under the new system than under the old one. This is consistent with our expectation that the bar for giving a 6/6 is lower than for giving a 10/10. What is interesting is that women benefitted more from the new system: looking across all subject areas, the likelihood of receiving the top score increased by 7 percentage points for men and by 10 percentage points for women, thus reducing the gap.

Models 2 and 3 show that this basic pattern is especially pronounced in the most male-dominated fields. In the four least male-dominated subject areas, the gender difference under the

Table 1. Random-Effects Regressions Predicting Instructor Ratings

<table>
<thead>
<tr>
<th>Subject Areas:</th>
<th>Highest Rating on Scale (0/1)</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model 1</td>
<td>Model 2</td>
</tr>
<tr>
<td>Least Male-Dominated</td>
<td>All</td>
<td>Least Male-Dominated</td>
</tr>
<tr>
<td>Female</td>
<td>-.054*</td>
<td>-.031</td>
</tr>
<tr>
<td></td>
<td>(.024)</td>
<td>(.030)</td>
</tr>
<tr>
<td>6-point scale</td>
<td>.072***</td>
<td>.065***</td>
</tr>
<tr>
<td></td>
<td>(.004)</td>
<td>(.005)</td>
</tr>
<tr>
<td>6-point scale</td>
<td>.026**</td>
<td>.008</td>
</tr>
<tr>
<td>× female</td>
<td>(.009)</td>
<td>(.010)</td>
</tr>
<tr>
<td>White</td>
<td>.020</td>
<td>.078*</td>
</tr>
<tr>
<td></td>
<td>(.025)</td>
<td>(.034)</td>
</tr>
<tr>
<td>Tenured/tenure-track</td>
<td>-.014</td>
<td>.022</td>
</tr>
<tr>
<td></td>
<td>(.021)</td>
<td>(.026)</td>
</tr>
<tr>
<td>Constant</td>
<td>.260***</td>
<td>.199***</td>
</tr>
<tr>
<td></td>
<td>(.026)</td>
<td>(.038)</td>
</tr>
<tr>
<td>Observations</td>
<td>105,034</td>
<td>59,632</td>
</tr>
<tr>
<td>Wald chi-square</td>
<td>525.0</td>
<td>227.2</td>
</tr>
</tbody>
</table>

Note: All models are random-effects models, estimated with generalized least squares. Standard errors are in parentheses. The dependent variable in Models 1, 2, and 3 is a dummy that equals 1 if the rating was in the highest category of the relevant scale (10/10 or 6/6). In Models 4, 5, and 6, the dependent variable is the rating itself.

*p < .05; **p < .01; ***p < .001 (two-tailed).
the most male-dominated fields, men’s average rating fell by 3.45 points, whereas it fell by only 2.75 points among women (Model 6). As a result, although women’s average rating lagged behind men’s—by nearly half a point—under the 10-point scale, it no longer fell short of men’s average under the 6-point scale.

The models in Table 2 examine gender differences in the effect of the new system more rigorously, focusing on the most male-dominated fields. These fixed-effect models adjust for instructor and course heterogeneity, showing how the likelihood of receiving the highest rating (Models 7, 8, and 9) and the rating itself as a continuous variable (Models 10, 11, and 12) changed within instructor-course combinations. In these models, the main effect coefficient for gender does not appear because it is absorbed by the fixed effects, but the coefficient of the 6-point scale × female interaction is informative because it shows whether the effect of the scale change varied by instructor gender, net of all time-invariant heterogeneity among courses and instructors. In addition, most models in Table 2 include year fixed effects to adjust for trends that had similar effects across all instructors.

Model 7 shows that the estimated increase in the likelihood of receiving the highest rating on a scale was higher for women than for men in the most male-dominated fields. With the scale change, the estimated likelihood of receiving a scale’s top score increased by 14 percentage points more for women than for men, even with instructor-course and year fixed effects, and even when accounting for the possibility that the effect of the scale change varied by race or tenure-track status.

The instructor-course and year fixed effects help account for several alternative explanations, but one might still be concerned that, over time, students’ general willingness to assign the highest rating increased—a trend toward “grade inflation” in ratings even without the scale change—and female instructors might have benefitted more from this trend than their male counterparts. Or, maybe there was a general trend over time toward less gender bias in evaluations, leading to a gradual increase in students’ willingness to give women the highest rating—even in the absence of any scale change. An increase in the representation of female students over time, for example, might contribute to such a trend.

To address these concerns, Model 8 includes a linear time trend variable, the percentage of female students in the incoming class in the focal year, and the percentage of female instructors (measured as the percentage of sections taught by women in the focal year), as well as the interaction of each of these variables with the focal instructor’s gender. Although there was indeed a general trend toward grade inflation in the ratings—the likelihood of receiving the top score on a given scale is estimated to have increased by one percentage point per year—there was no significant gender difference in the effect of the time trend. And, even after adjusting for the time trend and the representation of female students and faculty, as well as their interaction with the instructor’s gender, we find that the effect of the scale change was substantially greater for women than for men.

Another concern might be the possible conflation of gender differences with differences in years of experience since receiving the PhD, given that female PhD holders in our sample tended to have fewer years of post-PhD experience than their male counterparts. Model 9 addresses this issue by adjusting for the number of years since the instructor’s PhD graduation and its interaction with 6-point-scale. Even with these variables in the model, the gender difference in the effect of the new scale remains statistically and substantively significant.

Models 10, 11, and 12 mirror Models 7, 8, and 9, except the dependent variable is the rating itself. Not surprisingly, the average rating fell as the school moved from a 10-point to a 6-point scale. But women’s average rating fell by a significantly smaller amount than did men’s average rating; as a result, female instructors experienced a nearly half-point ratings boost relative to men (Model 10),
Table 2. Fixed-Effects Regressions Predicting Instructor Ratings in the Most Male-Dominated Fields

<table>
<thead>
<tr>
<th></th>
<th>Model 7</th>
<th>Model 8</th>
<th>Model 9</th>
<th>Model 10</th>
<th>Model 11</th>
<th>Model 12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest Rating on Scale (0/1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-point scale</td>
<td>-.026</td>
<td>.018</td>
<td>.017</td>
<td>-3.836***</td>
<td>-3.633***</td>
<td>-3.420***</td>
</tr>
<tr>
<td></td>
<td>(.022)</td>
<td>(.010)</td>
<td>(.019)</td>
<td>(.080)</td>
<td>(.037)</td>
<td>(.070)</td>
</tr>
<tr>
<td>6-point scale × female</td>
<td>.136***</td>
<td>.146***</td>
<td>.129***</td>
<td>.461***</td>
<td>.329**</td>
<td>.236*</td>
</tr>
<tr>
<td></td>
<td>(.023)</td>
<td>(.033)</td>
<td>(.032)</td>
<td>(.084)</td>
<td>(.122)</td>
<td>(.116)</td>
</tr>
<tr>
<td>6-point scale × white</td>
<td>.022</td>
<td></td>
<td>.043</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.016)</td>
<td></td>
<td>(.057)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-point scale × tenured/tenure-track</td>
<td>.004</td>
<td>.011***</td>
<td>.011</td>
<td>.011</td>
<td>.011</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.013)</td>
<td>(.003)</td>
<td>(.003)</td>
<td>(.011)</td>
<td>(.011)</td>
<td>(.018)</td>
</tr>
<tr>
<td>Time trend</td>
<td>.011</td>
<td></td>
<td>.027***</td>
<td>.061***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.003)</td>
<td></td>
<td>(.003)</td>
<td>(.012)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time trend × female</td>
<td>.011</td>
<td></td>
<td>.027***</td>
<td>.061***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.009)</td>
<td></td>
<td>(.009)</td>
<td>(.012)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Female students</td>
<td>.003</td>
<td></td>
<td>.003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td></td>
<td>(.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Female students × female</td>
<td>-.007</td>
<td></td>
<td>-.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.005)</td>
<td></td>
<td>(.005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Female instructors</td>
<td>.003</td>
<td></td>
<td>.003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.002)</td>
<td></td>
<td>(.002)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% Female instructors × female</td>
<td>.006</td>
<td></td>
<td>.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.005)</td>
<td></td>
<td>(.005)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Years since PhD</td>
<td></td>
<td>.027***</td>
<td></td>
<td>.061***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.003)</td>
<td></td>
<td>(.003)</td>
<td>(.012)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6-point scale × years since PhD</td>
<td>-.002*</td>
<td></td>
<td>-.002*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td></td>
<td>(.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female × years since PhD</td>
<td>-.001</td>
<td></td>
<td>-.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(.007)</td>
<td></td>
<td>(.007)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Instructor-course fixed effects</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Year fixed effects</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Constant</td>
<td>.291***</td>
<td>.126*</td>
<td>-.025</td>
<td>8.176***</td>
<td>7.251***</td>
<td>7.362***</td>
</tr>
<tr>
<td></td>
<td>(.008)</td>
<td>(.052)</td>
<td>(.041)</td>
<td>(.031)</td>
<td>(.191)</td>
<td>(.148)</td>
</tr>
<tr>
<td>Observations</td>
<td>45,402</td>
<td>45,402</td>
<td>40,131</td>
<td>45,402</td>
<td>45,402</td>
<td>40,131</td>
</tr>
<tr>
<td>F</td>
<td>29.2</td>
<td>36.1</td>
<td>31.7</td>
<td>2,023</td>
<td>2,777</td>
<td>1,827</td>
</tr>
</tbody>
</table>

Note: Coefficients for instructor-level variables that are time-invariant (i.e., gender, race, and faculty status) do not appear in this table because they are absorbed by the fixed effects. Standard errors are in parentheses. *p < .05; **p < .01; ***p < .001 (two-tailed).

allowing them to catch up and erase the gender gap that had existed under the 10-point scale. This effect remains largely robust even when adjusting for the time trend and the proportion of female students and instructors (Model 11) and when accounting for differences in the effect of the new scale by years since PhD, race, and tenure-track status (Model 12).

We present several additional specifications in the online supplement. Table S1 disaggregates the results for mandatory core courses and electives. Table S2 examines the curvilinear relationship between post-PhD
experience and instructor ratings by adding a quadratic term. Table S3 explores the interaction of instructor gender and race. Our main results of interest—the interaction of gender and scale type in the most male-dominated fields—are robust to these specifications. Finally, the models in Table S4 use ratings of the course, rather than the instructor, as the dependent variable. Consistent with prior research (Mengel et al. 2017), the gender gap in evaluations is somewhat smaller in course ratings than in instructor ratings, but the findings regarding the interaction between scale type and instructor gender are similar to our main results, which is not surprising given the high correlation between instructor and course ratings ($r = .91$).

**Alternative Explanations**

The models in Table 2 help address several empirical concerns. Thanks to the instructor-course fixed effects, we adjust for time-invariant heterogeneity among instructors and courses (e.g., stable differences in teaching ability and course content) and make inferences based on changes within particular instructor-course combinations. This approach helps address a range of issues, such as the possibility the school hired better female instructors or gave them easier courses to teach after the scale change. In addition, the year fixed effects account for year-specific trends and shocks that affected all instructors.

Our results also show that the change we observe is not driven by a general linear trend toward higher ratings for women (Models 8 and 11). Additional evidence for this comes from Figures S1 and S2 in the online supplement, which show that female instructors experienced an abrupt and discontinuous—rather than gradual—change in the distribution of top ratings after the scale change.

Another approach to addressing the concern that our results simply reflect a gradual trend toward higher ratings for women is to explore whether our findings hold up even when we look at ratings only during a relatively short period of time before and after the scale change. We reran our regressions to focus on the period two years before and after the scale change—a fairly short time during which a radical transformation of student attitudes is unlikely, particularly given the durability of gender stereotypes (Ridgeway 2011). Our coefficient capturing the interaction between instructor gender and scale change remained similar to what we found when looking at the entire period.

Differential attrition may present another empirical concern. One might suspect, for example, that female instructors are subject to more intense selection pressures than men, such that only the very best female instructors remain in the sample by the end of the observation period, thus causing an apparent increase in women’s ratings after the scale change. Thanks to instructor fixed effects, however, our inferences reflect within-instructor changes and therefore are based only on instructors observed both before and after the scale change.

Survivorship and differential selection pressures could pose a more nuanced concern: perhaps only women who are highly capable of improving their instructional performance, and hence their ratings, stay in the sample over time. As a result, women who are observed both before and after the scale change would tend to show improvement regardless of the scale change, and instructor fixed effects might not fully capture this trend because its effect is time-variant (i.e., it provides a boost to women’s ratings in later but not earlier years). At the same time, as our earlier models show, our results remain robust even when accounting for the interaction between gender and number of years since PhD graduation as well as the interaction between gender and the linear time trend. Thus, women’s improvement of their ratings with time and experience does not seem to explain our findings.

For robustness, however, we also ran regression models in which we restricted the sample to faculty members who had already been tenured at the school at the beginning of
our observation period. This sample of instructors had presumably not faced strong selection pressures based on their ability to improve their teaching during our time window, and even in this sample, our results remain similar to those reported earlier.

In addition, we wanted to rule out the possible influence of a Hawthorne effect, whereby our results might be tainted by the ratings of students who had directly experienced the scale change and modified their behavior as a result of believing that changes in their rating behavior might be monitored. We reran our models on a sample that did not include ratings from student cohorts that experienced both scales. In these models, too, our coefficients of interest remain significant and similar in magnitude to those reported in Table 2.

**Shifts in Ratings**

As the final step in our analysis, we explore how instructors’ modal ratings changed after introduction of the 6-point scale. Table 3 provides a simple summary; the basic patterns are identical for male and female instructors. Not surprisingly, instructors with a modal rating of 10 under the old system tend to have a modal rating of 6 under the new system. More interestingly, for instructors whose modal rating was 9 under the 10-point scale, the most likely modal rating under the new system is 6. This suggests the move to the 6-point scale benefitted instructors whose performance was perceived to be very good but not necessarily brilliant or exceptional (i.e., instructors who tended to receive 9s under the 10-point scale).

Instructors whose modal rating used to be an 8 also experienced a boost from the scale change, as they tended to move from the third highest (8/10, i.e., 80 percent) modal rating to the second highest modal rating (5/6, i.e., 83 percent). In fact, about one-fifth of instructors whose modal rating used to be an 8 received 6 as their modal rating under the new system.

These shifts, in turn, had implications for the gender gap in ratings, because in male-dominated fields under the 10-point scale, female instructors’ most common ratings were 8s and 9s, whereas men’s most common rating was already a 10. As 9s tended to turn into 6s, and 8s into 5s (and into 6s in some cases), female instructors in male-dominated fields benefitted from the new scale. Male instructors—whose modal rating was already at the highest possible level under the old system (10/10)—saw less of a boost from the scale change.

As an additional analysis, we examined which female instructors tended to benefit from the scale change. To do so, we explored—in the most male-dominated fields—the ratings of female instructors whose modal rating was not in the highest category before the scale change but was in the top category after the change. In other words, we identified female instructors who did not typically receive 10/10 ratings under

---

**Table 3. Changes in Instructors’ Modal Ratings**

<table>
<thead>
<tr>
<th>Male Instructors</th>
<th>Female Instructors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Modal Rating</strong></td>
<td><strong>Most Likely Modal Rating</strong></td>
</tr>
<tr>
<td>under the 10-Point Scale</td>
<td>under the 6-Point Scale</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
</tr>
</tbody>
</table>

*Note: This table displays the most likely modal rating of an instructor under the new 6-point scale as a function of the instructor’s modal rating under the old 10-point scale; these numbers are identical for male and female instructors.*
Table 4. OLS Regressions Predicting Instructor Ratings in the Survey Experiment

<table>
<thead>
<tr>
<th></th>
<th>Model 13</th>
<th>Model 14</th>
<th>Model 15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female instructor</td>
<td>−.640*</td>
<td>−.649*</td>
<td>−.534</td>
</tr>
<tr>
<td></td>
<td>(.277)</td>
<td>(.277)</td>
<td>(.368)</td>
</tr>
<tr>
<td>6-point scale</td>
<td>−2.890***</td>
<td>−2.908***</td>
<td>−2.917***</td>
</tr>
<tr>
<td></td>
<td>(.196)</td>
<td>(.196)</td>
<td>(.196)</td>
</tr>
<tr>
<td>6-point scale × female instructor</td>
<td>.610*</td>
<td>.627*</td>
<td>.637*</td>
</tr>
<tr>
<td></td>
<td>(.307)</td>
<td>(.307)</td>
<td>(.307)</td>
</tr>
<tr>
<td>Male respondent</td>
<td>.184</td>
<td>.275</td>
<td>.275</td>
</tr>
<tr>
<td></td>
<td>(.170)</td>
<td>(.222)</td>
<td>(.222)</td>
</tr>
<tr>
<td>Male respondent × female instructor</td>
<td>−.182</td>
<td>−.182</td>
<td>−.182</td>
</tr>
<tr>
<td></td>
<td>(.341)</td>
<td>(.341)</td>
<td>(.341)</td>
</tr>
<tr>
<td>Constant</td>
<td>7.750***</td>
<td>7.638***</td>
<td>7.582***</td>
</tr>
<tr>
<td></td>
<td>(.174)</td>
<td>(.208)</td>
<td>(.231)</td>
</tr>
<tr>
<td>F</td>
<td>105.4</td>
<td>80.36</td>
<td>64.46</td>
</tr>
</tbody>
</table>

Note: N = 400 (100 per condition). Standard errors are in parentheses.
* p < .05; ** p < .01; *** p < .001 (two-tailed).

the old system but received 6/6 as their modal rating under the new system. Under the 10-point scale, the median rating of such instructors was 7; their 25th percentile rating was 7, and their 75th percentile rating was 9. Their most frequent rating was 8, followed by 9. This, too, suggests women perceived to be very good (but not extraordinary) instructors—those who typically received 8s and 9s under the old system—benefitted from the scale change and contributed to the erasure of the gender gap in the highest ratings.

SURVEY EXPERIMENT RESULTS

The survey experiment, which held constant instructor quality across all participants and used a sample of students from a broader set of institutions, revealed patterns similar to the field data. Under the 10-point scale, the same instructor received a mean rating of 7.8 (SD = 1.7) when perceived to be male and a mean rating of 7.1 (SD = 2.2) when perceived to be female, a statistically significant gender gap (p < .05). When using the 6-point scale, the gap shrank: the instructor received a mean rating of 4.9 (SD = .9) when perceived to be male versus a mean rating of 4.8 (SD = 1.0) when perceived to be female, a difference that is neither statistically nor substantively significant.

The models in Table 4 test whether the difference in the size of the gender gap under the 10-point and 6-point scale is itself statistically significant. In Model 13, the coefficient on female instructor indicates a significant gender gap: under the 10-point scale, the perceived female instructor received .64 points lower ratings than the perceived male instructor. In addition, the coefficient on 6-point scale and the interaction term imply that the average rating of the perceived male instructor was 2.89 points lower under the 6-point scale than under the 10-point scale, whereas the average rating of the perceived female instructor was only 2.28 points (i.e., 2.89 – .61 points) lower under the 6-point scale than under the 10-point scale. As a result, although there was a gender gap of .64 points under the 10-point scale, it largely disappeared under the 6-point scale.

The gender composition of participants was not equal across conditions; it ranged from 61 percent male participants in the 10-point scale with male instructor condition to 71 percent male participants in the 6-point scale with male instructor condition. Thus, we adjust for participant gender in Model 14 and both participant gender and its interaction
with the instructor’s perceived gender in Model 15. The main results remain largely the same: consistent with our results from the field, the gender gap is significantly smaller under the 6-point scale than the 10-point scale.\(^5\)

Next, we explored the mechanism underlying this effect. We first observed that the rating category on the 10-point scale on which the perceived male instructor and the perceived female instructor differed most strikingly was the highest (10/10) category. The male instructor received a 10/10 rating in 22 percent of cases, whereas the female instructor received a 10/10 score in only 13 percent of cases. In contrast, under the 6-point scale, the male and female instructors received the top (6/6) rating with nearly equal frequency (25 and 24 percent, respectively). This suggests that, in line with our results from the field, raters were more willing to give the perceived female instructor the top rating on a 6-point scale than on a 10-point scale.

Participants’ qualitative answers to the question about words that first came to mind when they thought of the instructor’s teaching performance provided additional insights. Once the survey was closed, a research assistant, who was blind to both our research questions and the experimental conditions, coded participants’ qualitative responses for the words that Storage and colleagues (2016) identified as commonly used to describe the highest levels of excellence in written teaching evaluations (“brilliant,” “genius,” “amazing,” and “excellent”). In addition, the research assistant read all responses to inductively identify additional words that signified exceptional (rather than merely good) performance (e.g., “exceptional,” “phenomenal,” “fantastic,” “perfect,” and “awesome”). Whereas 12.5 percent of respondents used such words to describe the performance of the perceived male instructor, only 6 percent of respondents described the perceived female instructor in these superlative terms, a statistically significant difference (\(p < .05\)).\(^6\)

The size of this gender gap did not vary significantly by scale type. What did vary, however, were the qualitative connotations of the highest rating on the 6-point versus 10-point scale, that is, the meanings associated with a 6/6 versus 10/10 rating. In particular, the threshold for receiving a 10/10 seems to have been substantially higher in terms of perceived brilliance than the threshold for receiving a 6/6. Among participants who gave a 10/10 rating, the majority (54.2 percent) used superlative language to describe the instructor’s performance. Among participants who gave a 6/6 rating, only 28.6 percent used such language (\(p < .05\)). These findings suggest the highest rating on a 6-point scale and the highest rating on a 10-point scale differ in the extent to which they are associated with perceptions of superlative teaching performance. In raters’ underlying interpretation of numeric evaluation scales, a 10/10 more clearly connotes perceptions of brilliant, extraordinary performance—the kind of performance that is stereotypically associated with men rather than women (see Bian et al. 2017). As a result, for female instructors—who were more likely to be seen as merely good rather than brilliant—a 10/10 rating was particularly difficult to attain. Conversely, because a 6/6 rating did not signify exceptional or brilliant performance as strongly as a 10/10 rating, women—who were less likely than men to be seen as brilliant teachers—benefitted from being assessed on a 6-point rather than 10-point scale.

A similar pattern emerges from examining our Likert-type item for perceived brilliance. When participants believed the instructor was male, 15.5 percent of participants agreed strongly that the professor was brilliant; when participants believed the instructor was female, only 9.5 percent expressed the same view (\(p < .10\)). Similarly, the average brilliance score was .13 points higher for the perceived male instructor than for the perceived female instructor (3.60 versus 3.47, \(p < .10\)).\(^7\) As in the qualitative data, however, perceived brilliance seems to have been much less of a requirement for receiving a 6/6 rating than a 10/10 rating: the average brilliance rating was significantly higher (\(p < .001\)) when
the instructor was rated 10/10 (mean = 4.63) than when the instructor was rated 6/6 (mean = 4.02). In addition, 65.7 percent of participants who rated the instructor 10/10 strongly agreed that the instructor was brilliant, whereas only 28.6 percent of those giving a 6/6 score expressed the same view. The average score on the knowledgeable, nice, helpful, and hardworking items was also higher when the instructor was rated 10/10 than when the instructor was rated 6/6, but none of these other mean differences were statistically significant.

Taken together, the survey experiment findings point to two main conclusions. First, even when raters received identical evidence of teaching performance, there was a gender gap in evaluations under the 10-point rating scale. Yet, that gap virtually disappeared when the raters used the 6-point scale. Second, raters saw the female instructor as less brilliant than her otherwise identical male counterpart, but their relatively lower expectations of brilliance for a 6/6 rating meant she was more likely to receive the highest rating on the 6-point than on the 10-point scale.

DISCUSSION

Through two studies focusing on faculty teaching ratings, we demonstrated that the design of tools used to judge merit—in this case, the specific numeric scale chosen to assess performance—can powerfully affect gender inequalities in workplace evaluations. Our analysis of a quasi-natural experiment shows that a seemingly minor shift from a 10-point to a 6-point scale helped eliminate previously wide gender gaps in performance evaluations in the most male-dominated fields at a professional school of a large university. Drawing from a complementary survey experiment, we show that this effect is not due to gender differences in instructor quality. Rather, it is driven by differences in the cultural meanings and stereotypes raters attach to specific numeric scales. Whereas the top score on a 10-point scale elicited images of exceptional or perfect performance—and, as a result, activated gender stereotypes of brilliance—on the 6-point scale did not carry such strong performance expectations. Under the 6-point system, evaluators recognized a wider variety of performances—and, critically, performers—as meriting top marks. Consequently, our results show that the structure of rating systems can shape the evaluation of women’s and men’s relative performance and alter the magnitude of gender inequalities in organizations.

Nevertheless, it is important to emphasize that, although the 6-point scale eliminated the gender gap in performance evaluations in both our survey experiment and our field study, we do not argue that it eliminated gender bias. Indeed, in our survey experiment, the gender gap in the frequency of superlative terms describing instructors was not significantly smaller in the 6-point condition than in the 10-point condition, suggesting that even under the 6-point system, differences in the underlying qualitative perceptions of male and female instructors may persist. What we argue is that the architecture of evaluation affects the extent to which gender bias is reflected in performance ratings. In our study, the shift from a 10-point to a 6-point scale decreased the gender gap in teaching evaluations by reducing the numerical expression of stereotypes of brilliance in quantitative ratings of teaching performance.

Some scholars may be concerned that this effect is driven not by the relative manifestation and impact of gender stereotypes of brilliance in each rating system, but rather by real gender differences in performance and reduced opportunities to differentiate quality in the 6-point regime. In this view, the 6-point system might lead raters to lump together truly brilliant performance with what is, objectively, merely very good. If this were the case, moving from a 10-point to a 6-point scale could simply mask real, underlying gender differences in performance (see Summers 2005). However, our field data show that the choice of scale significantly affects ratings of the exact same instructor teaching the same course. Our
survey experiment goes one step further by holding performance constant across instructors and replicating our results in a context where arguments that posit actual performance differences by gender do not apply. Thus, the 10-point scale does not better draw out real gender differences in quality. Instead, it contributes to a substantial gender gap based on stereotypes of brilliance that can harm women’s opportunities for hiring, promotion, and compensation (Baldwin and Blattner 2003; Murray 1984; Wagner et al. 2016).

Implications for Research on Workplace Inequalities

The core implication of this research is that the architecture of evaluation can reduce or exacerbate gender inequalities in a given field. Research on gendered evaluations and workplace inequalities in sociology, psychology, and organizational behavior has largely neglected the issue of evaluation design. Organizations use a wide variety of tools and metrics to judge worker quality, but a common implicit assumption is that differences between these tools do not affect patterns of inequality, such as the gender gap in performance evaluations. Research in psychometrics centers on evaluative design, measurement, and scale construction, but gender is largely absent from this vast literature; discussions instead focus on the reliability or validity of particular instruments (Furr and Bacharach 2014; Kline 2013; Rust and Golombok 2009).

However, our study shows that evaluative tools are not neutral instruments: their precise design—even factors as seemingly small as the number of categories available in a performance rating system—can have major effects on how female and male workers are evaluated. We focused on performance evaluations, but these findings might have implications for other types of workplace evaluations, including hiring, promotion, and compensation assessments. This research also points to opportunities for future work to examine how other elements of evaluation architecture can affect inequalities in workplace evaluation by gender and other status characteristics, such as race, sexual orientation, disability status, and parenthood, in performance appraisals and beyond. Examples of such evaluative elements include the ordering or wording of question prompts, and whether evaluations are completed anonymously or identifiably, on or offline, or individually versus in groups.

More broadly, our research helps inform debates about the value of bureaucratic personnel management systems. Rationalization and quantification are often presented as solutions that can substantially reduce gender or racial inequalities in workplace evaluations, but existing research shows that in certain cases, implementing formalized procedures can actually exacerbate inequalities (e.g., Dana, Dawes, and Peterson 2013; Jencks and Phillips 1998). Our study helps explain such contradictory findings by showing that merely looking at the adoption of formal performance metrics is insufficient for understanding the relationship between workplace practices and inequalities: the specific design of the tools used to judge merit also matters.

The occupational context, of course, might be an important scope condition for this effect. We evaluated only one type of scale change in a single industry—higher education—and cannot conclusively generalize to other occupations. Yet, we believe our results may extend to workplace evaluations in other male-dominated fields where, as in our setting, raters assess performance subjectively and directly observe worker behavior.

Another potential scope condition concerns the specific nature of the rating scale used in evaluations. We studied the effect of a change in scale from a 10-point system, a type of rating scheme that we argue is particularly susceptible to gender stereotypes of exceptionality and brilliance, to a scale that has less robust cultural associations. In addition, 10-point scales may be particularly prone to gender stereotypes, given the link between notions of a “perfect 10” and idealized (and often sexualized) standards of beauty (Pennington 2016; Stewart 2013). Therefore, we cannot conclude
that scales with more or fewer scale points, in general, will necessarily increase or decrease the gender gap. Similarly, we do not argue that 6-point scales are ideal rating systems from an equity standpoint. Rather, for those seeking to minimize gender gaps in evaluations, our message is simple: think carefully about the potential benefits and drawbacks of evaluative protocols—and run experiments to test them—because the design of rating systems matters.

**Implications for Research on Classification and Stratification**

A robust literature examines how classification schemes influence the distribution of resources and rewards in product and financial markets (e.g., Benjamin and Podolny 1999; Bowers and Prato 2018; Espeland and Sauder 2016). Our study extends such research by showing that rating systems are also important drivers of workplace inequalities. We find that the structure of numeric ratings used in performance evaluations affects appraisals of employees’ relative value. Given that performance ratings are often tied to important rewards, such as salaries, bonuses, and promotions, rating systems can have direct implications for employees’ career trajectories. In addition, this study illuminates how cultural meanings attached to specific numbers can serve as sources of workplace inequalities. Different types of rating systems evoke different types of status beliefs and stereotypes, which in turn serve as cognitive anchors and templates of worth that shape people’s definitions of merit, their performance expectations for different groups of workers, and their likelihood of assigning particular scores to a given level of performance.

In addition, our findings contribute to research on expectation states by revealing a novel source of gendered expectations. Existing work has focused on the importance of task-orientation, collective orientation, and mixed-sex groups for triggering biased expectations (see Berger et al. 1977; Correll and Ridgeway 2003). We show that, net of such factors, the sheer presence of certain rating systems can likewise trigger (or mute) gendered expectations and evaluations of performance.

**Implications for Research on Faculty Diversity**

Finally, our study contributes to research on gender biases in academic careers. Systematic biases against women in letters of recommendation (Madera, Hebl, and Martin 2009; Schmader et al. 2007; Trix and Psenka 2003), peer review (Van der Lee and Ellemers 2015; Wennerás and Wold 1997), hiring decisions (Moss-Racusin et al. 2012; Rivera 2017; Steinpreis, Anders, and Ritzke 1999), attribution of intellectual contributions (Sarsons 2017), citations (Knobloch-Westerwick and Glynn 2013; Malinak, Powers, and Walter 2013), and collaboration opportunities (Knobloch-Westerwick, Glynn, and Huge 2013) keep levels of gender diversity among tenure-line faculty low in many fields. An established and growing body of work shows that teaching evaluations also contribute to gender inequalities within the profession (Abel and Meltzer 2007; Arbuckle and Williams 2003; Baldwin and Blattner 2003; Boring et al. 2016; MacNell et al. 2015; McPherson et al. 2009; Mengel et al. 2017; Sidanius and Crane 1989; Wagner et al. 2016).

Our work provides yet another documentation of the gendered nature of teaching assessments, but we extend prior work in several ways. First, unlike most previous studies on faculty evaluations, our survey experiment demonstrates the existence of a gender gap even when experimentally controlling for instructor performance. Second, our field data provide multiple observations of instructors over time, enabling us to adjust for stable individual-level differences to examine how a given instructor teaching a given course fares under different evaluation systems. Third, consistent with recent research in a European context (Boring 2017), we highlight the difference in scores given to top-performing women and men as a particularly important driver of gender gaps in faculty evaluations. Fourth and
most importantly, our work moves beyond documenting the problem to suggesting a remedy to interrupt patterns of bias (Williams 2014). We show that not all teaching evaluation schemes are created equal when it comes to issues of inequality; some trigger gendered assessments more than others. Other researchers have suggested costly and elaborate solutions to the problem of gender bias in teaching evaluations, such as relying more heavily on teaching portfolios or faculty observers rather than students to grade performance (e.g., Baldwin and Blattner 2003), but our findings suggest a potentially faster, cheaper, and more easily implementable fix: switch the scale.

Indeed, any organization that regularly collects performance ratings data could run its own experiment by trying out different scales in different time periods—or by randomly assigning different scales to raters in a given period—and then examining the effect on the gender gap. Many organizations already monitor gender differences in performance ratings, and in many cases, experimenting with a different scale would require only modest effort and resources.

At the same time, although we are hopeful about the potential of scale changes to reduce gender gaps in performance evaluations, we believe that guarded optimism is necessary. Prior research shows that gatekeepers strategically shift definitions of merit to protect the privileged status of those in power (Alon 2009; Karabel 2005). Consequently, it is possible that decision-makers in organizations that adopt evaluative design changes may revise definitions of merit if performance evaluations no longer provide advantages for men. For example, in our setting, administrators could view the new teaching ratings as less meaningful differentiators or less reflective of instructor quality. In promotion and compensation decisions, they could attune more to aspects of performance evaluations that still favor men (e.g., qualitative comments, see Biernat et al. 2012); de-emphasize performance evaluations (e.g., weigh course enrollment more heavily); or devise new ways of measuring performance that confirm stereotypes of male superiority. In summary, when it comes to the architecture of evaluation, what matters is not just the rating scale but how decision-makers perceive and use the numbers it produces.

Acknowledgments
Both authors contributed equally to the work and their names are listed alphabetically. We are grateful to the Institute for Gender and the Economy at the University of Toronto and the Michael Lee-Chin Family Institute for Corporate Citizenship for their generous support and funding. We wish to thank Anne Bowers, Clayton Childress, Jerry Davis, Laura Doering, Sarah Kaplan, Chris Liu, Sida Liu, Kim Pernell-Gallagher, Sameer Srivastava, the Group of Seven, and seminar participants at McMaster University, New York University, University of Michigan, University of Southern California, and Washington University for helpful feedback on earlier drafts.

Notes
1. Studies find variation in whether there are student gender differences in this effect; the field of study, course content, and country in which the research took place seem to matter (Basow 1995; Boring et al. 2016; Mengel et al. 2017).
2. Because of confidentiality protections, we did not have access to students’ qualitative comments. Our survey experiment, however, sheds some light on the meanings associated with 6-point versus 10-point scales.
3. We do not reveal the names and details of the eight fields studied because doing so could potentially reveal the identity of the school, thus violating our confidentiality agreement with the institution.
4. We present generalized least squares models for ease of interpretation and because interaction terms in nonlinear models might produce misleading results (Ai and Norton 2003). For robustness, however, we reran Models 1, 2, and 3 as probit models and Models 4, 5, and 6 as ordinal logit models, and we obtained substantively similar results. In the probit model focused on the most male-dominated fields (i.e., a probit model analogous to Model 3), there was a significant negative coefficient on female ($b = −.23$, SE = .03) and a significant positive coefficient on 6-point scale ($b = .31$, SE = .01) and 6-point scale $\times$ female ($b = .35$, SE = .05), indicating the existence of a gender gap in top rating under the 10-point scale and the reduction of that gap under the 6-point scale. Likewise, in the ordinal logit model focused on the most male-dominated fields (i.e., an ordinal logit model analogous to Model 6), there was a significant negative coefficient on female ($b = −.35$, SE = .03) and 6-point scale ($b = −.35$, SE = .03) and a significant positive coefficient on 6-point scale $\times$ female ($b = .55$, $SE = .05$).
SE ≠.06), pointing to the same conclusion as our linear probability models.

5. The ratings of the instructor and the ratings of the course are highly correlated (r = .82) and show similar patterns. Under the 10-point scale, the course received higher ratings by .52 points (SE = .28, p < .10) when taught by the male instructor rather than the female instructor. In contrast, under the 6-point scale, the course received higher ratings by .02 points (SE = .14) when taught by the female instructor, and the gender gap in course ratings was not statistically significant.

6. In contrast, there was no significant difference between the male and female instructor condition in the proportion of qualitative responses that conveyed positive but moderate praise—words describing good rather than brilliant performance—such as “competent,” “good,” “clear,” “interesting,” “well informed,” and “intelligent.”

7. There were no statistically significant differences by instructor gender in the extent to which the instructor was perceived as nice, helpful, or hardworking, but—consistent with prior research (Boring 2017)—the male instructor was rated as somewhat more knowledgeable than the female instructor (4.24 versus 4.12, p < .10).
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